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ABSTRACT
Proactively retrieving relevant information to contextualize conver-
sations has potential applications in better understanding the con-
versational content between communicating parties. Since, in con-
trast to traditional IR, there is no explicitly formulated user-query,
a research challenge is to first identify the candidate segments of
text that in fact require contextualization for better understanding
of their content, and then make use of these identified segments
to formulate a query and eventually retrieve the potentially rel-
evant information to augment a conversation. In this paper, we
propose a generic unsupervised framework that involves shifting
overlapping windows of terms through a conversation and estimate
a likelihood score of the indicator of an information need for each
window. Within our proposed framework, we investigate a query
performance prediction (QPP) based approach for scoring these
candidate term windows with the hypothesis that a term window
that indicates a higher specificity is likely to be indicative of a poten-
tial information need requiring contextualization. Our experiments
revealed that the QPP approaches of scoring the term windows
provide better contextualization than other term extraction ap-
proaches. Both pre-retrieval and post-retrieval QPP approaches
were observed to yield comparable results in our experiments.
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1 INTRODUCTION
In contrast to traditional IR, where the interaction between a user
and the system is essentially restricted to the users submitting
queries comprised of keywords, and the system returning a list
of potentially relevant documents or passages, the objective of
conversational IR is to allow provision for a more engaging user
experience, where the users, in order to satisfy their information
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seeking goal, could start with a broadly scoped query and then
guide the search system to return a much focused set of relevant
responses [1]. Similar to the evolution of information needs within
search sessions of standard IR [8, 26], an increased user engagement
during conversational search is likely to facilitate a more focused
evolution of these information needs, e.g., a general information
need on the planet Uranus can evolve to a question on its peculiarly
tilted axis through conversation exchanges between a user and the
system [13, 14].

Different from the existing notion of conversational IR that typi-
cally involves a human user with information needs and an auto-
mated agent seeking to find relevant answers to these information
needs, the task that we address in this paper is that of exploring
ways of leveraging search systems to better facilitate the compre-
hension of conversational exchanges between two or more humans,
as proposed in [17]. Figure 1 shows an example conversation be-
tween two persons (excerpt from the script of the movie ‘Pi’1). The
objective of a conversational assistance agent, in this case, would
be to identify concepts or entities, such as acacia tree and Ming
Mecca, that are potential candidates requiring further elaboration.
Although the entities requiring contextualization for better com-
prehension depend on the prior knowledge of the person to whom
the conversation is directed to, in our work, we address the task
from an objective point-of-view rather than a subjective one.

In contrast to the task of retrieval from verbose queries [18, 27,
30], which involves returning a single ranked list of documents for
a query comprising a large number of words, the task of conver-
sation contextualization, that we address in this paper, involves
retrieving relevant information for each potentially ‘difficult to
comprehend’ concept within a conversation, and then associating
this information to each such segment of text. In our work, to iden-
tify such text segments indicative of concepts potentially requiring
contextualization, we make use of the specificity estimates from
the query performance prediction (QPP) literature. More specifi-
cally, we hypothesize that the segments of a conversation which
leads to better QPP estimates (i.e., these segments representing
queries for which an IR model retrieves top-𝑘 documents that are
substantially different, content-wise, from the rest of the collection)
are in fact those which require to be contextualized for a better
comprehension.

The main contributions of our paper are summarized as follows.
(1) We propose a general methodology, which given a conversation,

computes the likelihood scores of overlapping text segments
(windows) for formulating the potential queries (segments of
text that are likely to be hard to comprehend).

1https://www.imdb.com/title/tt0138704/
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(2) We investigate two different QPP approaches, one pre-retrieval
(specifically, average idf [19]) and the other post-retrieval (specif-
ically, NQC [34]) to identify such segments.

(3) Our experiment setup evaluates both the intermediate task
of identifying these segments and the end-task of retrieving
information relevant to a given conversational dialogue, and
we find that effectively identifying the segments mostly leads
to retrieving more relevant documents for contextualizing the
conversation.

2 RELATEDWORK
Somewhat similar to our objective of contextualizing a conversa-
tion, previous research has explored tasks of contextualizing short
documents, such as tweets [5] or finding context of a query session
to suggest the next query in that query session [9, 15, 36]. Retrieving
relevant documents from conversations is also similar to the task of
associative document retrieval, i.e., a task where a query assumes
the proportions of a whole length document, the objective being
then to retrieve other similar documents from the collection given
such a verbose query (often called a query-document) [16, 37]. As-
sociative document retrieval is particularly useful for related news
search (TREC News Track2), and patent prior-art search, for which
document reduction approaches such as sub-topic analysis [37], or
pseudo-relevance feedback based reduction techniques have been
used [16].

Retrieval with verbose queries is also similar to associative doc-
ument search, a difference being that the verbose queries, in con-
trast to query-documents, are usually shorter in length, comprised
usually of a small number of well-formed sentences [18, 30]. IR
approaches specifically targeted for verbose queries usually employ
a query length normalization component [3, 27], or transform the
verbose query to a weighted term distribution (assigning higher
weights to the terms that better describe the information need)
estimated from the top-retrieved documents [30].

Selecting terms from verbose queries for query formulation
has been reported to improve IR effectiveness, e.g., the use of tf-
idf features for term extraction [6], or applying the clarity-based
specificity measure at a term-level [22] (similar to the baseline ap-
proaches in our experiments), or the use of POS tags and named
entities [40].

A query performance prediction (QPP) method, given a query
and an IR system, yields a prediction (real-valued) of how easy
the query is (known as its specificity), which is an estimate of
how effective would the IR system be on the given query [7, 10–
12, 20, 24, 31, 33, 35, 38, 42, 43]. QPP approaches have found ap-
plications in reducing the length of verbose queries by retaining
only the combinations of terms that yield the most well formulated
queries. However, existing approaches are mostly supervised in na-
ture trying out a number of different combinations of query terms
in deciding their relative utilities based on whether their inclusion
or exclusion contribute to increasing or decreasing an IR measure,
e.g. average precision (AP) [2, 4, 23]. Our proposed approach di-
rectly applies a QPP estimate over a moving window of text to select
the ones with higher scores as candidate text segments within a
conversation, It thus differs from the existing thread of work on

2http://trec-news.org/

query reduction with QPP features [2, 4, 23] in three important
ways. First, our approach is unsupervised and does not rely on a
training set of queries. Second, our approach also does not rely on
the existence of relevance assessments during the training process.
Finally, instead of using a number of possible combinations of terms
as sub-queries, which is exponential in the number of query terms,
our method relies on formulating queries only with consecutive
terms (since in our case, the sub-queries represent text segments
that are usually difficult to interpret). This means that the number
of sub-queries for which we compute the specificity scores is linear
in the number of query terms.

Different to the aforementioned approaches which operate at
the fine-grained level of individual terms, in our work we extract
features at the level of fixed length sequences of terms (windows).
Such a window-driven approach has been reported to work well
for taking into account matches in query term positions [28], and
also for improving relevance feedback [29, 39].

The task of conversation contextualization that we address in
this paper was proposed as a shared task in [17]. However, different
to focusing on designing the task itself, this paper differentiates
itself from [17] by investigating ways of effectively approaching
this task.

3 CONVERSATION CONTEXTUALIZATION
In this section, we describe our proposed approach of contextualiz-
ing a conversation with relevant information.

3.1 Extracting Candidate Queries
Given a conversation (Figure 1 shows an example), the first objec-
tive is to identify segments of text indicating potential scopes of
information needs. To this end, we shift a window of a predefined
size 𝑘 (a parameter) positioned at each word of the given text. Each
instance of the window placed at position 𝑝 is considered to be
a text segment, 𝑆𝑝,𝑘 = {𝑤𝑝 ,𝑤𝑝+1, . . . ,𝑤𝑝+𝑘−1}, where 𝑤𝑖 denotes
the token at position 𝑖 ,𝑤𝑖 ∈ V (denoting the vocabulary).

Each segment, 𝑆𝑝,𝑘 , positioned at 𝑝 , is then assigned a score
with a generic function 𝜙 that takes as input a text of 𝑘 words and
outputs a likelihood of it being indicative of a potential information
need, i.e., 𝜙 : V𝑘 ↦→ R. We will discuss two concrete realizations of
the function 𝜙 that we experimented with in Section 3.2.

A general characteristic of the function 𝜙 is that it should yield
a high likelihood score for those segments of text that are lead to
retrieving a set of top documents that are focused to a topic and
are easily differentiated from the general topic of the collection. In
other words, the specificity score of such text segments should be
high. After computing the specificity scores for each text segment,
we extract the top𝑚 of them, where in the context of our problem,
𝑚 is a known number of concepts that are to be contextualized
and is supplied as a part of the input (a more pragmatic approach
corresponds to the situation when the number of concepts to be
contextualized is not known, which we leave for future exploration).
After sorting the text segments by the computed specificity scores
(𝜙), we extract the 𝑚-top segments with the constraint that the
segments are non-overlapping, i.e., referring to back to the example
of Figure 1, once ‘acacia tree East’ is selected as a query due to its
highest specificity, the window ‘tree East Africa’ is not selected as
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Figure 1: A schematic representation of the use of query specificity estimation for identifying candidate windows of text for
query formulation from a given piece of conversation. The example shows that ‘Acacia tree in East Africa’ is a more likely
candidate of an information need that the segment ‘I can be your greatest ally’ (another example shown in the figure is ‘Ming
Mecca chip’ vs. ‘gold or diamond’). The segment of conversation from which no window eventually turn out to be one of the
top-scoring ones is shown with the blue color.

the next candidate (because it overlaps with a previously selected
window).

3.2 Query Scoring Functions
We now describe two concrete realizations of the function 𝜙 that,
given a window of text, returns a specificity estimate. We employ
two standard measures for specificity from the QPP literature, first
the average IDF [19], and second, the NQC [32, 34].

For a given window of text of size 𝑘 positioned at 𝑝 , 𝑆𝑝,𝑘 , the
specificity estimate obtained by the first method of average IDFs is
given by

𝜙idf (𝑆𝑝,𝑘 ) =
1
𝑘

𝑘−1∑
𝑖=0

log( 𝑁

𝑑 (𝑤𝑖 )
), (1)

where 𝑑 (𝑤𝑖 ) denotes the document frequency of the 𝑖𝑡ℎ token in
the conversation, and 𝑁 denotes the total number of documents
in the target collection used for contextualization. Note that this
method of specificity computation is a pre-retrieval approach, i.e., it
relies solely on collection statistics and does not require retrieving
a set of documents with the query 𝑆𝑝,𝑘 .

As the second approach, we employ a post-retrieval predictor -
NQC (normalized query commitment), which estimates specificity
by computing how non-uniform is the distribution of the retrieval
status values (RSVs). In other words, in NQC [32, 34], a situation
where the scores of a small number of top-retrieved documents
are significantly higher than the rest of them (i.e., a skewed heavy
tailed distribution associated with a high value of the variance),
is assumed to indicate the case that the information need of the
query itself is focused. In the context of our problem, this means

that a high NQC for a text window 𝑆𝑝 is likely to be indicative of a
concept requiring further contextualization. Formally speaking,

𝜙NQC (𝑆𝑝,𝑘 ) =
1

|𝑟 (𝐶,𝑄) |

𝑛∑
𝑖=1

(𝑟 (𝐷𝑖 , 𝑆𝑝,𝑘 )−𝜇)2, 𝜇 =
1
𝑛

𝑛∑
𝑖=1

𝑟 (𝐷𝑖 , 𝑆𝑝,𝑘 ),

(2)
where 𝑟 (𝐷𝑖 , 𝑄) denotes the similarity score (RSV) of document

𝐷𝑖 retrieved in response to the query 𝑄 (in our case the query
𝑄 corresponds to the text segment 𝑆𝑝,𝑘 ), 𝑟 (𝐶,𝑄) represents the
similarity of 𝑄 with respect to the collection (incorporating the
collection statistics), and 𝑛 denotes the number of top documents
used to compute the specificity measure, which was set to 100 in
our experiments as prescribed in [34].

Figure 1 schematically describes the idea, where it can be seen
that the NQC-based method seeks to harness the different char-
acteristic patterns of the RSV score distributions. While the RSV
distribution for a more specific segment (and a likely concept re-
quiring contextualization) is non-uniform (skewed with a heavy
tail), the one for a less specific one is more uniform.

3.3 Weighted Query Formulation
After extracting the candidate query segments (the specified𝑚 top
scoring ones), we assign a weight of 1 − 𝜖 to the terms belonging
to these segments, whereas for the other terms in the conversation,
we assign a weight of 𝜖 ∈ [0, 0.5], where 𝜖 is a parameter. The
rationale behind this step of soft masking is that we associate a
higher emphasis of 1 − 𝜖 on the terms within the text segments
that are candidate information needs, while at the same time we do
not completely discard the other terms within the conversation by
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associating a lower weight to them (note that 1−𝜖 > 𝜖 because 𝜖 <

0.5). For a conversation with multiple information need segments
(𝑚 > 1), each candidate segment is soft-masked in its own turn.

4 EXPERIMENTS
4.1 Setup
We conduct our experiments using the data released as a part of the
RCD (Retrieval from Conversational Dialogues) track [17] at FIRE
20203. To give an overview, the conversations in the RCD dataset
constitutes movie script extracts with manually annotated text
spans representing information needs requiring contextualization.
Each movie script in the RCD dataset is associated with a set of
manually judged relevant documents from the Wikipedia target
collection (dump of 2019).

Given a verbose query in the form of a movie script excerpt, the
task then is to retrieve the relevant documents corresponding to all
these manually annotated concepts in the script. Note that these
ground-truth annotation spans of segments requiring contextual-
ization are not available to the automated approaches. The only
information which is made available as a part of the dataset is the
number of such spans, i.e., the number of concepts,𝑚, that would
require contextualization. Given the value of𝑚, which ranges from
1 to 3 in the dataset, the task is to retrieve a ranked list of documents
for each. To evaluate the quality of retrieval, we adapt the same
aggregated approach as used by the RCD track organizers [17],
where the set of documents judged relevant for each concept in
the conversation is considered relevant for the entire conversation.
Again coming back to the example of Figure 1, this means that
while evaluating the quality of retrieval for the conversation shown
in the figure, the ground-truth set includes the relevant documents
for both the concepts - ‘acacia tree’ and ‘Ming Mecca chip’.

Since formulating the queries from a given conversation is the
core component of our proposed methodology (computing speci-
ficity estimates by shifting windows), in addition to the retrieval
effectiveness we also report the qualities of the identified queries
themselves in terms of their overlap with the ground-truth. This
was in fact an intermediate task in the RCD track, and we report the
same metrics as also used in the track [17], namely the character
𝑛-gram based BLEU score and the word based Jaccard overlap.

As retrieval effectiveness metrics (aggregated over a conversa-
tion), we report the mean reciprocal rank (MRR).

4.2 Baselines and Parameter Settings
To test the effectiveness of the proposed window-based specificity
approach, as a baseline we employ the standard methodology of
term extraction from verbose queries [30]. Specifically, in contrast
to selecting segments of text (contiguous terms) as potential queries,
this baseline method forms the first query by grouping together the
most discriminative terms (highest IDFs) and then forms the second
query from the next group and so on. The size of a group (number
of query terms), 𝑘 , is a parameter to the method. The parameter, 𝑘 ,
which is interpreted as the number of query terms for the baseline
method, and the window size for our method, was varied in the

3http://fire.irsi.res.in/fire/2020/home

Term selection Specificity 𝑘 BLEU Jaccard

Term-level Avg IDF 4 0.1459 0.0585
Term-level Avg IDF 4 0.1459 0.0585
Term-level Avg IDF 4 0.1459 0.0585
Term-level Avg IDF 4 0.1459 0.0585
Window-based Avg IDF 5 0.1623 0.0716
Window-based NQC 4 0.1113 0.0482

Table 1: Query extraction effectiveness from conversations.
The optimal value of 𝑘 (number of query terms) is shown
alongside each method.

range of 3 to 5. As retrieval model, we employed LM-Dirichlet [41]
with 𝜇 = 1000.

For the 𝜖-weighted query formulation (Section 3.3), the value of
𝜖 was varied within the range of 0 to 0.4 in steps of 0.1, the case
𝜖 = 0 denoting the degenerate case when all terms outside the
selected text spans are discarded.

In addition to investigating the retrieval effectiveness with LM-
Dir [41], we also conducted experiments with relevance feedback
by applying the standard method of RLM (relevance model) [25],
using the linear mixture with query terms [21] commonly known
as RM3. We conducted a grid search over the number of pseudo-
relevant documents, 𝑅, and the number of top-scoring terms𝑇 , and
found that values of 𝑅 = 10 and 𝑇 = 10 turned out to be the best
(in terms of MRR) for this task.

4.3 Results
In Table 1, we report the results for the query extraction effec-
tiveness from the conversations, in terms of the overlap with the
ground-truth information need spans. We observe that in this in-
termediate step of identification of potential information needs
for contextualization, a window-based approach works more ef-
fectively, as expected, than a term selection approach which could
yield non-contiguous terms as queries. A pre-retrieval specificity
function (average IDF) was found to outperform the post-retrieval
one (NQC-based) for this intermediate task. Our query extraction
results are better than the submitted runs at the RCD track [17],
where the best BLEU score was reported to be 0.1090.

Table 2 reports the effectiveness of the conversational contextu-
alization task, which involves the subsequent step of retrieval after
identification of the potential query spans (Section 3.1), and then
formulating the weighted queries accordingly (Section 3.3). The
first row of Table 2 presents the oracle case when the information
need spans are known to a retrieval method and presents the effec-
tiveness of the conversational contextualization task that could be
achieved in an ideal situation.

The pre-retrieval based specificity also works the most effec-
tively without the application of relevance feedback. It is seen,
however, that with the application of RM3 the results obtained
with the post-retrieval based specificity (NQC-based) outperforms
the ones obtained with a pre-retrieval based specificity estimator.
Again the best results obtained in our experiments are significantly
higher than the method of employing summarization to extract the
key concepts from a conversation, and using them as queries for
retrieval.

4
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Figure 2: Sensitivity of the conversation contextualization with respect to the parameters - 𝜖 (the weights assigned to the text
segments with highest specificity scores) and the size of the text segments - 𝑘 = 3 (left), 𝑘 = 4 (middle) and 𝑘 = 5 (right).

Method Parameters LM-Dir RM3

Annotated spans (oracle) - 0.3603 0.2946

Avg IDF (term level) 𝜖 = 0.2, 𝑘 = 5 0.1142 0.0893
Avg IDF (window-based) 𝜖 = 0.2, 𝑘 = 5 0.1807 0.2254
NQC (window-level) 𝜖 = 0.2, 𝑘 = 5 0.1542 0.2281

Table 2:MRRvalues obtainedwith differentmethods for the
task of conversation contextualization.

The method of soft-masking for computing the weighted distri-
bution of the query terms also turns out to be particularly helpful
as evident from the poor results obtained with the degenerate case
of 𝜖 = 0 (corresponding to the situation of hard-masking or only
using the extracted segments as queries discarding the other terms)
shown in Figure 2. Figure 2 also shows that the retrieval effective-
ness is relatively insensitive to the value of 𝑘 (number of query
terms) and that pseudo-relevance feedback (RM3) turns out to be
more advantageous for the NQC-based query extraction method
than the Avg-IDF one.

5 CONCLUSION
In this paper, we proposed a generic framework of conversation
contextualization that first employs a specificity predictor function
to identify potential candidates of information need within a con-
versation, and follows it up by soft-masking the identified regions
to formulate a multiple number of weighted queries, one each for
the identified text segments. These weighted queries are then for
retrieval of potentially relevant documents corresponding to each
identified information need within a conversation. A main advan-
tage of our proposed method is that it is completely unsupervised
in nature.

Our experiments showed that a term window based approach
works particularly well in comparison to extracting terms indepen-
dently from a conversation for the task of conversation contextual-
ization. The experiments showed that a post-retrieval based speci-
ficity measure of query extraction coupled with pseudo-relevance
feedback is the best performing method.

In future, we would like to work on techniques by which it could
be possible to predict the likely number of information needs within
a conversation (in our current work, we assumed that it is a part of
the input).
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