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Abstract—Fueled by ubiquitous connectivity, packets are expected to be timely updated to the controller of interest in real-time control systems. Recently, the Age of Information (AoI) becomes a popular metric to quantify the packet importance, which improves the efficiency of communication resource utilization. However, it is analyzed only from the information freshness perspective, losing sight of considering feature data. In light of this, we first establish a feature-oriented teleoperation framework to quantify the packet importance, which is derived from the information bottleneck principle. Under this framework, a packet management method is proposed to increase the average feature quantity of the receiver. Finally, we build a prototype to deploy the proposed method, and the results show superiority in reducing both the communication traffic and the control error.

I. Introduction

The proliferation of sensing, calculating, and communication is revolutionizing the way of how people carry out their work, in particular in cyber-physical systems and industrial internet-of-things [1] [2]. In this scope, future applications including Healthcare 4.0 [3] [4], V2X [5], and remote surgery [6] are emerging, which significantly facilitates the development of economic and flourishes productivity.

In these applications, fueled by ubiquitous connectivity, communication packets with information ranging from environment status to humans’ behaviour are expected to be timely delivered to the receiver of interest. For example, considering a typical industrial scenario, where the robotic arm soldering circuit boards controlled by teleoperator shown as Fig. 1, timely update of the time-sensitive information provides accurate operation reference, enabling teleoperators to interact with equipment and perform a delicate task in real-time fashion. Also, teleoperators are relieved from tedious effort duplication by implementing highly mechanized and automatized processes, which improves work efficiently and flexibility.

However, such mission-critical applications require stringent Quality of Service (QoS) of packet transmission, which brings unprecedented research challenges in the communication design. Based on the 5G standards, such applications usually need to enable less than 1ms cycle time and lower than 1 µs jitters with approximately 50 nodes per transmission in normal work conditions [7]. In order to achieve this target, a large amount of wireless resource overhead is required to be provided, which is not affordable for industrial scenarios [8]. Also, it is clumsy to treat all information as equally important and carry it with the same massive resource overhead, since some packets are relatively not of high priority in certain circumstance. Recall the example shown in Fig. 1, in the whole welding task, we pay more attention to the accuracy of completing the welding rather than the accuracy of the movement process of the manipulator from the initial point to the welding point. Intuitively, a communication package used to complete high-precision tasks is more important, which gives an opportunity to manage communication. Therefore, a more intelligent communication system can be foreseen, where the priority and importance of packets in the communication system are enabled to be perceived.

How to quantify the importance of a packet? Motivated by the requirement of keeping data fresh, a recently popular metric age of information (AoI) has been proposed, which is to quantify the packet importance from the perspective of the increment of information [9]- [15]. However, the relationship between AoI and the incremental information can not be easily characterized since information grows without following any specific pattern in a real environment. To address this, a more in-depth concept, the mutual information (MI) [14], is adopted to mathematically quantifies the amount of the increment of information. Nevertheless, these methods were derived
only from the information data perspective, losing sight of considering feature data, which are always generated during the critical stage, e.g., the welding process in Fig. 1 in terms of the entire task.

In light of this, an elaborated strategy is required to be designed from a feature-oriented perspective, i.e., taking account of how the receiver exploits the delivered information. Related work has been discussed in control systems, e.g., how AoI affects the actuator (receiver) in wireless control systems was discussed in [12] [13], and the relationship between AoI and the level of stability in event-trigger control systems was discussed in [14] [15]. However, these methods were discussed in specific control models, where the controller and the plant pattern are highly simplified, which is not feasible in real application scenarios, especially in the trends of replacing traditional controllers with the Machine Learning (ML) module. Also, the information carried in the packet is usually assumed as the one-dimensional information, while the information frame in real-world consists of high-dimensional data that includes not only feature but also irrelevant data. These data potentially interfere with the importance evaluation. Additionally, it is difficult to know which part of information is the feature since the ML module is a black-box. Therefore, it is highly challenging to quantify the importance of a packet in a real application system.

In the paper, we firstly propose to utilize the information bottleneck (IB) [16] principle to address the above issues together. In an IB perspective, the black-box can be explained as an encoder and a decoder where the high-dimensional information is going to be compressed to a low-dimensional feature by the encoder. The feature preserves most of the valuable information and discards the useless and irrelevant data. Thus, we propose to use the incremental feature as the metric for quantifying the information importance, i.e., the importance of the packet. After that, we establish a prototype to verify the effectiveness of the proposed metric in a practical application scenario, where sensing, communication with packet management, and robotic control are included. The experiment results show that the packet management based on the proposed metric effectively reduces the communication traffic up to 25% and in the meantime reduces the control error up to 23.5%.

The rest of this paper is organized as follows. In Section II, we summarize the most similar work as this paper to highlight the contribution of this paper. In Section III, we illustrate the teleoperation framework and propose the metric for quantifying the information importance. In Section IV, we establish a prototype to verify our method in a practical application scenario. In Section V, experiment results and the corresponding discussion are provided, which shows that the proposed method improves control performance and reduces network traffic. Finally, Section VI concludes the paper.

II. Related Work and Contribution

Significant research has been conducted to discuss packet importance. The most relevant papers are [11] [12] [13] [17], which utilizes the incremental information to quantify the packet importance, while most of them only from a source perspective. Even though some papers discuss how the information affects control systems, only simple control models are used, such as [12] [13] [15] [14]. Compared with [11] [12] [13], we discuss how the multi-received information affects a control system. Compared with [12] [13] [17], we investigate how the information importance affects a practical control system with the ML module. To the best of our knowledge, this is the first paper that designs the information importance for ML performance and verifies it in the real environment.

The main contribution of this paper is summarized as follows.

- By utilizing the information bottleneck principle, we propose to use the incremental feature as the metric to indicate the information importance. In particular, we prove that the proposed method is identical to the traditional method when the feature information is independent of the irrelevant data (See Lemma 1).
- We propose a method to calculate the incremental feature (See Lemma 2).
- We establish a prototype to verify the proposed method by optimizing the packet management in a practical application scenario.
- Compared to the traditional method, the proposed method effectively reduces the communication traffic and in the meantime reduces the control error.

III. Framework and Proposed Metric

A. Teleoperation Framework

As shown in Fig. 2, we consider a typical teleoperation framework, where a local control system carries out a task according to the information that is updated from a remote source. Firstly, the packet is generated at the remote source, which is denoted as a variable $x \in X$. Then, the packet is updated to the local control system, and the latest delivered packet is denoted as $x' \in X$, which is relatively out of date compared to $x$ in terms of the time delays and the update interval. Here, the update decision is charged by an update mechanism (policy) that quantifies the importance of the packet $x$ compared to $x'$, determining whether $x$ should be updated. Meanwhile, the control system utilizes $x'$ and the control state $h \in H$ to generate control commands $y \in Y$ using a well-trained machine learning module, i.e., mapping process $p(Y|(X, H))$. This can be expressed by

$$y = (x', h) \circ p(Y|(X, H)). \quad (1)$$
I decoder \[16\] \[18\] can be mathematically characterized by well-trained module \( p \). Here, we open the black box using IB principle \[18\]. In the about equations, \( t \) is given by \( I \) is the entropy of \( x \), and \( H(n) \) is the entropy of \( n \), which is a constant.

Fig. 3. feature extraction by the optimal encoder \( p^*(T|(X,H)) \).

C. Metric for Information Importance: Incremental feature

When we say that \( x \) is valuable compared to \( x' \), it means the input information \( (x', h) \) is stale compared to \( (x, h) \). In other words, \( (x, h) \) can provide incremental information compared to \( (x', h) \). Additionally, because any input information \( (x', h) \) is going to be compressed to \( t' \) by Equ. \( 3 \), the actual difference between \( (x, h) \) and \( (x', h) \) for the control performance is indeed characterized by the difference between \( t \) and \( t' \). To better illustrate this, we assume the valuable information hidden in the high-dimensional information \( (x', h) \) is denoted as \( (t_{x'}, t_h) \), i.e., the irrelevant data is denoted as \( (x' - t_{x'}, h - t_h) \). Then the encoder \( p(T|(X,H)) \) extracts the feature \( (t_{x'}, t_h) \) from \( (x', h) \). Considering an extreme case, if the incremental information from \( (x', h) \) to \( (x, h) \) does not contribute to any increment from \( (t_{x'}, t_h) \) to \( (t_x, t_h) \), updating \( x \) is valueless since it does not change the output \( y \) according to Equ. \( 4 \). Therefore, we propose a novel metric, called the incremental feature, to describe the value/importance of \( x \).

The incremental feature indicates the difference between \( (t_{x'}, t_h) \) and \( (t_x, t_h) \). Compared to the traditional method that directly quantifies the difference between \( x' \) and \( x \), the main relationship is summarized in Lemma 1.

Lemma 1: If we use the mutual information to quantify the information importance of the source information \( x \) compared to the latest delivered information \( x' \), the information importance of low-dimensional feature \( t_{x'} \) is identical to the one of high-dimensional information \( x' \), when the feature information \( t_x \) is independent of the irrelevant data \( x - t_x \). Mathematically, we have

\[
I(t_{x'}; t_x) = I(x'; x) + H(n),
\]

where \( n \in N \) denotes the irrelevant data \( x - t_x \), and \( H(n) \) is the entropy of \( n \), which is a constant.

Proof: See Appendix A.

However, it is difficult to evaluate the incremental feature from \( t' = (t_{x'}, t_h) \) to \( t = (t_x, t_h) \), since \( h \) is unknown to the remote source. Even if there exists some special feedback link to transmit \( h \), communication delays degrade performance. To address this, we propose to use \( |t - t'| \) to evaluate the incremental feature, which then quantifies

\[
\{p^*(T|(X,H)), p^*(Y|T)\}
\]

\[
= \arg \min_{p(T|(X,H)),p(Y|T)} \frac{I((X,H); T) - \beta I(T; Y)}{I(T; Y)}
\]

\[
= \frac{I((X,H); T) - \beta I(T; Y)}{I(T; Y)}
\]

where \( I((X,H); T) \) indicates the compression rate, and \( I(T; Y) \) is the relevant information, i.e., \( \beta \) is a trade-off parameter.

1The mutual information between two random variables \( a \) and \( b \) is given by \( I(a; b) = \int \int p_{a,b}(a, b) \log \frac{p_{a,b}(a, b)}{p_{a}(a)p_{b}(b)} \) [19].
the information importance of \( x \), where \( |t - t'| \) can be obtained by Lemma 2.

Lemma 2: If \( X \) and \( H \) are independent, we can use a constant control state \( h_0 \) to substitute the varying state \( h \) while calculating \( t - t' \), i.e.,

\[
\begin{align*}
    t - t' &= (t_x, t_h) - (t'_x, t_h) \\
    &= (t_x, t_{h0}) - (t'_x, t_{h0}).
\end{align*}
\]

(7)

Proof: See Appendix B.

Since \( h_0 \) is known to the source, the proposed metric can be expressed by

\[
\begin{align*}
    Dis(x', x) &= t - t' \\
    &= |(x, h_0) \odot p^*(T|(X, H)) - (x', h_0) \odot p^*(T|(X, H))|.
\end{align*}
\]

(8)

In the next section, we establish a prototype to the above metric in a practical application scenario.

IV. Experiment Design

In this section, we establish a prototype to verify the proposed metric \( Dis(x', x) \). As follows, we first present the prototype with the update mechanism that quantifies the information importance based on the proposed metric. Then, we formulate an optimization problem based on the proposed metric. Finally, we use the Deep Q-network learning (DQN) method to solve the problem.

A. Established Prototype

1) Overall Architecture: As shown in Fig. 4, the established motion-controlled teleoperation prototype has three parts: the motion capture subsystem, the information update policy part, and the robotic control subsystem. Firstly, the human’s hand movement is the input of the entire system, which is captured by six optical cameras (OptiTrack prime 13). Then, Computer A with an information update policy determines when the sampled motion information should be updated to the robotic arm system. If the decision is to send a new update, the latest motion information will be transmitted to Computer B (controller) via a communication network. Based on the received information, Computer B generates control commands for the robotic arm (Franka Emika Panda). In this way, the robotic arm reproduces the human’s hand movement in real time.

2) Motion Capture Subsystem: As shown in the upper left part of Fig. 4, the motion capture system consists of six optical-passive cameras driven by specific sensing data processing and management software called Motive. To capture the motion of the human’s hand movement, the cameras are located at the ceiling corners of a 4 meter \( \times \) 4 meter area. The human’s hand is attached with six reflective markers and then formulated as a rigid body. When the operator moves his/her hand with a trajectory \( \ell \), the capture system tracks the rigid body and obtains motion information \( m \). \( m \) consists of both the coordinate location \( \{L_x, L_y, L_z\} \) and the quaternion rotation \( \{q_x, q_y, q_z, q_w\} \) of the rigid body. In particular, we use \( m_i \) to denote the sample of \( m \) at the time slot \( i \). The system sample rate is \( f_m = 120 \) Hz, which indicates that \( m_i \) is generated with the same time interval \( t_m = 1/f_m = 1/120 \) s. Here, the packet \( x_i \) (Corresponding to \( X \) in Section III) at the time instant \( i \) consists of all
the generated samples, i.e.,
\[ x_i = \{m_1, m_2, ..., m_1\}. \] 

3) Robotic Control Subsystem: As shown in the bottom part of Fig. 4, the robotic control subsystem consists of a controller (Computer B) and a robotic arm. Here, we use \( x_i' \) (Corresponding to \( X' \) in Section III) to represent all the delivered information from the 1st to the \( i \)-th time instant, i.e.,
\[ x_i' = \{m_1 a_1, m_2 a_2, ..., m_{j-1} a_{j-1}, m_j\}. \]
where \( m_j \) is the latest delivered information and \( j \leq i \) due to the network delays. In the experiment, the robotic control is derived by the well-trained machine learning module \( p(Y|(X, H)) = p(T|(X, H)) \odot p(Y|T) \) to achieve the real-time control. For notational simplicity, we use \( \phi(\cdot) \) to denote the optimal encoder \( p^*(T|(X, H)) \). Firstly, the robotic arm uses \( \phi(\cdot) \) to obtain the feature \( t_i \), i.e.,
\[ t_i = (x_i, h) \odot p(T|(X, H)) \]
\[ \triangleq \phi(x_i, h). \] 
After that, the robotic arm uses \( p^*(Y|T) \) to generate control commands \( y_i \), i.e.,
\[ y_i = t_i \odot p(Y|T), \]
which achieves real-time remote tracking control.

4) Information Update Policy: As shown in the upper right part of Fig. 4, Computer A runs the update policy. It determines the update decision \( a_i \) by quantifying the information importance of \( x_i \) compared to \( x_i' \). Here, we use the following sequence to represent the update decisions for each motion information \( m_i \),
\[ A = \{a_1, a_2, ..., a_i\}. \] 
If Computer A decides to send a new update in time slot \( i \), denoted as \( a_i = 1 \), a communication packet carrying the latest information \( m_i \) is transmitted to the controller via a communication network. On the contrary, \( m_i \) will be discarded if \( a_i = 0 \), i.e., there is no information to be sent. Specifically, the update decision is made based on the proposed metric \( \text{Dis}(x', x) \), i.e.,
\[ a_i = D(\text{Dis}(x_i', x_i)), \]
where \( D(\cdot) \) is the update policy, i.e., a binary mapping function.

B. Problem Formulation

In the network, we adopt the same assumption that has been widely used [10] [11] [17]: The network can only service one update at the same time. In particular, if the decision \( a_i = 1 \), we use \( t_i \) to denote the time stamp when a new update is submitted. Then, each update occupies the communication network with a random time \( t_i \), which refers to real network delays. Thus, the server is idle only when
\[ t_c \geq u_{i-1} + t_i, \]
where \( t_c \) indicates the current time instant. Otherwise, the server is busy.

Based on the previous analysis, an optimization problem is formulated as follows,
\[ \min_{D(\cdot)}: D_{rms} = \lim_{N \to \infty} \left[ \frac{1}{N} \sum_{i=1}^{N} \text{Dis}(x_i', x_i)^2 \right], \] 
s.t.
\[ \text{Dis}(x', x) = t' - t, \] 
\[ A = \{a_1, a_2, ..., a_{N-1}\}, \] 
\[ x_i = \{m_1 a_1, m_2 a_2, ..., m_{j-1} a_{j-1}, m_j\}, \] 
\[ a_i = \begin{cases} D(\text{Dis}(x_i', x_i)), t_c \geq u_{i-1} + t_i, \\ 0, \text{ otherwise.} \end{cases} \]
In the above problem, we use the proposed metric \( D(\text{Dis}(x_i', x_i)) \) as the input of the decision function \( D(\cdot) \). The goal is to minimize the information difference between the local control system and the remote source, i.e., keeping data fresh. It is challenging to solve the above problem since \( \phi(\cdot) = p(T|(X, H)) \) is the encoder in a machine learning module, which is a non-linear mapping. In addition, the distribution of service time cannot be accurately modeled since the real communication environment is time-variant. Therefore, we propose a machine learning solution in the next subsection.

C. Solution

In this section, we develop a deep q-learning network (DQN) method to find the optimal update policy \( D(\cdot) \), where DQN interacts with our system. Here, we use three elements \( S, A, R > 0 \) to describe the proposed system. Firstly, the state sequences \( S \) consists of \( N \) states, i.e.,
\[ S = \{s_1, s_2, ..., s_N\}, \]
where \( N \) represents the number of the state changes. Secondly, \( A = \{a_1, a_2, ..., a_N\} \) are the action sequences, which is identical to Eqn. (13). \( R = \{r_1, r_2, ..., r_N\} \) is the reward sequences. Based on the state \( s_i \) and the action \( a_i \), a reward result \( r_i \) returns.

In the time slot \( i \), the state \( s_i \) is identical to the proposed metric \( D(\text{Dis}(x_i', x_i)) \), which is the multi-dimensional incremental feature and obtained by Eqn. (8). In the next time slot \( i + 1 \), the state \( s_{i+1} \) is determined by \( s_i, a_i \), since \( x_{i+1} \) and \( x'_{i+1} \) are determined by \( x_i, x'_i \), and \( a_i \). Additionally, the reward function for the action \( a_i \) under a specific state \( s_i \) is expressed as
\[ r(s_i, a_i) = \begin{cases} -1, & \text{if } a_i = 1 \text{ and } t_c < u_{i-1} + t_i, \\ -\text{Dis}(x_i, x_i)^2, & \text{otherwise.} \end{cases} \]
In the above equations, we use -1 to denote an irrational decision: It returns an update decision while the server is busy, i.e., \( a_i = 1 \) for \( t_e < u_{i-1} + t_i \). In other cases, \( r(s_i, a_i) \) is equal to \( -\text{Dis}(x_i, x'_i)^2 \). The DQN method maximizes

\[
Q(s_i, a_i) = r(s_{i+1}, a_{i+1} = 0) + \eta \max \{r(s_{i+1}, a_{i+1} = 1)\},
\]

where the former item indicates the instant benefit from the current decision and the latter item indicates the maximum expected benefit can be obtained under future states, i.e., the future benefit. In other words, It actually maximizes the long-term average reward, which is identical to the objective function of the original problem. Then, an equivalent optimization problem becomes

\[
\min_{Q(\cdot)}: H = \lim_{N \to \infty} \frac{1}{N} \sum_{i=1}^{N} r(s_i, a_i),
\]

s.t.

\[
s_i = \{x'_i, m_i\},
\]

\[
a_i = \begin{cases} 0, & \text{if } Q(s_i, a_i = 1) < Q(s_i, a_i = 0), \\ 1, & \text{otherwise}. \end{cases}
\]

In the above problem, \( H \) is equal to the original objective function \( D_{\text{rms}} \). Then, \( Q(s_i, a_i = 1) < Q(s_i, a_i = 0) \) indicates the action \( a_i = 0 \) is better than the action \( a_i = 1 \) for a long-term benefit when the state is \( s_i \), i.e., it is identical to \( D(D_{\text{rms}}(x, x')) = 0 \) of the original problem. Otherwise, it indicates \( a_i = 1 \), which is identical to \( D(D_{\text{rms}}(x, x')) = 1 \). As a result, the original problem is solved by optimizing \( Q(\cdot) \).

V. Experiment Setting and Results

A. Experiment Setting

To evaluate the proposed approach for optimizing the real-time teleoperation system, we conduct practical experiments to provide real data for training and testing.

As shown in Fig. 5, an operator can see the robot in person, which allows he/she to do interactive control. The operator constantly moves one hand and draws a “W” shape trajectories in the air. The coordinate and gestation data are captured in the Optitrack motion tracking system. In every 8 ms, the motion tracking system will update its collected data. In total, 1800-seconds with 216,000 samples was obtained in the experiment. In particular, the samples are divided into two parts: Training data-set with 200,000 samples and test data-set with 16,000 samples. Then, the training data is given to the DQN. The overall iteration number of DQN is 100, where the training data samples are used to optimize Q-network in each iteration. Additionally, the memory size of DQN is set as 1000, which caches the last 1000 state transform processes. Then, 128 random batches extracted from the memory are used to accelerate the optimization by breaking the correlation between consecutive samples. As a result, there are \( N = 100 \times 200000 \times (128 + 1) \approx 1.3 \times 10^9 \) samples used for training.

The network is set with different maximum network delays. In particular, we assume that the maximum time delay is 0 ms, when all devices are directly connected via wired cables, i.e., no network communication. In other cases, we use a virtual private network (VPN) to serve the information update and set the maximum time delay as \([50, 100, ..., 400]\) ms by tuning VPN parameters. Additionally, the network cost is investigated by the server occupation rate, which is defined as

\[
S = \mathbb{E}\left\{ \frac{T_{\text{busy}}}{T_{\text{idle}} + T_{\text{busy}}} \right\},
\]

where \( T_{\text{busy}} \) is the overall duration when the server is busy, and \( T_{\text{idle}} \) is the overall duration when the server is idle. Then, a policy with a lower \( S \) can reduce network traffic.

B. Experiment Results

For comparison, the zero-wait policy is treated as the baseline.

- Zero-wait policy (baseline): In this update policy, a new packet is submitted once the previous packet is delivered to the control system.
- Proposed policy: Based on the proposed update policy \( D(\cdot) \), the update decision \( a_i \) is obtained by Equ. (20).

It is worth to note that traditional methods such as \( \epsilon-\text{wait} \) in [11] are not adopted as the baseline in this paper, since these methods are developed in an ideal model, which can not be directly applied in a real environment.

In this subsection, control performance is evaluated by the root mean square importance of both the proposed metric \( \text{Dis}(x, x') \) and the tracking error. \( \text{Dis}(x, x') \) is defined in Equ. (8). The real tracking error is the distance between the robotic arm and the human hand in real time, where an example is shown in Fig. 6. During the time \([t_0, t_0 + 5s]\), the red curve indicates the trajectory of the human hand while the blue curve indicates the trajectory.
of the robotic arm, which are both captured by the motion capture system.

When the maximum delay is 0 ms, as shown in Fig. 7, the server occupation rates under both policies is 100%, i.e., the proposed method is equivalent to the zero-wait policy in this case. This is because redundant information does not lead to congested network traffic when the maximum delay is 0ms. Additionally, as shown in Fig. 8, the incremental feature $D_{rms}$ (Blue and red curves) is 0, since the controller has all information about the source. However, in this case, the tracking error (Black and green curves) still exists because of physical limits of the robotic arm, e.g., there exist upper bonds of velocity and acceleration for each joint of the robotic arm.

When the maximum delay increases, as shown in Fig. 7, the proposed method effectively reduces network traffic up to 25%. Meanwhile, it also reduces the estimation error $\Delta m_i$ as shown in Fig. 8, e.g., $E_{rms}$ is reduced from 11.9 cm to 9.1 cm (23.5%), and the tracking error is reduced from 24.1 cm to 19.1 cm (20.7%) when the maximum delay is 400 ms.

VI. Conclusion

In this paper, we firstly established a feature-oriented teleoperation framework to quantify the packet importance, which was derived from the information bottleneck principle. After that, a packet management method was proposed to increase the average feature quantity of the receiver. Additionally, we built a prototype for verifying the proposed method, where sensing, communication, and robotic control were included. In the experiment, the proposed information update policy effectively reduced the communication traffic up to 25% and in the meantime reduced the robotic tracking error up to 23.5%.

Appendix A

Proof of Lemma 1

If $x - t_x$ is independent to $x$, we use $n$ to denote $x - t_x$ for simplicity. Then, we have

$$p_{t_x,n}(t_x, n) = p_{t_x}(t_x)p_n(n).$$

As shown in Equ. (28), we complete the proof.
\[ I(x; x') = I((t, n); (t', n)) \]
\[ = \int \int p_{x, t, x', n}(t, n) \log \frac{p_{x, t, x', n}(t, n)}{p_{x, t, x', n}}(t', n) \log \frac{p_{x, t, x', n}}{p_{x, t, x', n}(t, n)}(t', n) \]
\[ = \int \int p_{x, t, x', n}(t, t', n) \log \frac{p_{x, t, x', n}(t, t', n)}{p_{x, t, x', n}}(t', n) \log \frac{p_{x, t, x', n}}{p_{x, t, x', n}(t, t', n)} \]
\[ = \int \int p_{x, t, x', n}(t, t', n) \log \frac{p_{x, t, x', n}}{p_{x, t, x', n}}(t', n) \log \frac{p_{x, t, x', n}}{p_{x, t, x', n}(t, t', n)} \]
\[ = I(t, t') + H(n). \quad (28) \]

\[ t - t' = (x \circ p(T_x|X), h \circ p(T_h|H)) - (x' \circ p(T_x|X), h \circ p(T_h|H)) = (x \circ p(T_x|X) - x' \circ p(T_x|X), 0) \]
\[ = (x \circ p(T_x|X) - x' \circ p(T_x|X), h_0 \circ p(T_h|H) - h_0 \circ p(T_h|H)) = (x, h_0) \circ p^*(T|(X, H)) - (x', h_0) \circ p^*(T|(X, H)) \quad (31) \]

Appendix B
Proof of Lemma 2
Since \( x \in X \) and \( h \in Y \) are independent, their feature information \( t_x \) and \( t_h \) are also independent, i.e., \( t \) can be expressed by \( t = (t_x, t_h) \). Define a mapping function \( p(T_x|X) \) and \( p(T_x|X) \) which satisfy
\[ t_x = x \circ p(T_x|X), t_h = h \circ p(T_h|H), \quad (29) \]
and we have
\[ t = (x, h) \circ p^*(T|(X, H)) \]
\[ = (t_x, t_h) \]
\[ = (x \circ p(T_x|X), h \circ p(T_h|H)) \quad (30) \]

Then, we obtain Equ. (31).
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