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Abstract 15 

In a total flow geothermal system, the two-phase turbine can generate output power and recover 16 
fresh water for the water-deficient area. The performance of the two-phase turbine under various 17 
working conditions is significantly affected by operation parameters of the geothermal system. This 18 
paper presented performance evaluation methods of two-phase turbines, including one-dimensional 19 
(1D) method, two-dimensional (2D) method and three-dimensional (3D) method. The 1D method 20 
was a fast iteration approach and could reflect average flow parameters along the impeller channel. 21 
The 2D method included nonuniform effects in the rotational direction and the 3D method could 22 
derive the complete 3D flow in the channel using CFD methods. The three models are validated 23 
with experimental results under various rotational speeds. Compared with the 3D method, the 1D 24 
method and the 2D method could significantly reduce computational time. The performance of the 25 
two-phase reaction turbine was evaluated under various working conditions. A correction method 26 
based on 1D and 3D results was proposed to generate the performance map and evaluate the 27 
influence of operation parameters of the geothermal system on the turbine performance. The 28 
proposed methods and analysis can be widely used in the design, selection and operation of two-29 
phase reaction turbines for various thermal systems. 30 

Keywords: Two-phase turbine; Reaction turbine; Geothermal system; Flashing flow; Performance 31 
map; Trilateral cycle 32 

1 Introduction 33 

Geothermal resource is a clean and environmentally friendly sustainable energy, which can 34 
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release the dependence of fossil fuels and reduce the emission of greenhouse gas. Due to its 35 
reliability, sustainability and high capacity factor [1], humans have a long history of exploiting 36 
geothermal resources [2]. The technological development of utilizing geothermal resources is 37 
crucial to the widespread introduction of geothermal power plants. Up to date, there are several 38 
ways of categorizing geothermal resources by various aspects, such as the temperature of reservoirs 39 
[3,4], the working fluid [5], geologic formations [6], the type of exploitation [7], and so on. Among 40 
them, hydrothermal systems have attracted extensive attention and studies. 41 

Various thermodynamic cycles have been applied to hydrothermal systems, such as single-42 
flash cycle, double-flash cycle, binary flash cycle, combined flash/binary cycle, Kalina cycle, and 43 
so on [8,9]. Cerci [10] studied exergy destructions in an 11.4 MW SFC geothermal power plant in 44 
Turkey. Ozcan and Gokcen [11] concluded that the non-condensable gases were the most 45 
influencing factor on the performance of the single-flash cycle geothermal power plants. Zare and 46 
Palideh [12] used the thermoelectric generator instead of turbines to generate power in a Kalina 47 
cycle geothermal system. Acar and Arslan [13] stated that system efficiency was increased by about 48 
1% when solar energy was integrated into the organic Rankine cycle geothermal system. Guzović 49 
et al. [14] developed a dual pressure organic Rankine cycle and performed energy and exergy 50 
analysis for Velika Ciglena geothermal power plant. However, introducing the organic Rankine 51 
cycle into geothermal plants brings higher capital costs to the investment than flash cycles. 52 

The trilateral cycle was first introduced to flash circles by Smith [15] and could reduce the 53 
irreversible loss in the heat exchanger. The trilateral cycle was similar to conventional flash circles 54 
except for the two-phase turbine. The inflow of the two-phase turbine was subcooled liquid or two-55 
phase mixture. Due to the depressurization process of the fluid, there was remarkable phase-56 
changing or flashing inside channels of two-phase turbines. However, conventional steam turbines 57 
or liquid turbines could not operate as two-phase turbines required by the trilateral cycle. 58 

Two-phase turbines could be used in many industrial systems, such as oil and gas production 59 
[16], refrigeration [17–19], geothermal power [20,21], and so on, and classified into the impulse 60 
type and the reaction type. A two-phase impulse turbine consisted of two-phase nozzles and 61 
impellers. In two-phase nozzles, the fluid pressure was reduced to the outlet pressure of the turbine. 62 
Two-phase mixtures drove the impeller and generated shaft power. Elliot and Elliot and Weinberg 63 
[22,23] presented detailed experimental studies about two-phase nozzles and rotors of the two-phase 64 
impulse turbine under various working fluids. Comfort and Beadle [20,24,25] measured a 20% 65 
efficiency single-stage two-phase impulse turbine for geothermal energy and concluded design 66 
considerations for two-phase turbines. Hays and Brasz [26,27] described the design and 67 
performance of the two-phase impulse turbine which was built in Manhattan. Cho et al. [19] 68 
investigated experimentally the performance of a two-phase impulse turbine used for air-conditioner 69 
and the total-to static efficiency of the turbine was 15.7% using R134a as the working fluid. He et 70 
al. [18] tested the performance of the twin-arc blade impeller using hydrofluorocarbons. Li et al. 71 
[28] carried out the design method of two-phase nozzles used for supercritical compressed air energy 72 
storage system. Friction loss and two-phase slip friction loss limited the peak efficiency of the two-73 
phase impulse turbine. 74 

A two-phase reaction turbine has a simple and reliable structure compared with the two-phase 75 
impulse turbine. Flow channels in the two-phase reaction turbine can be machined in a plate, and 76 
the impeller of the two-phase reaction turbine can be assembled directly on the shaft. There were 77 
several studies about two-phase reaction turbines in the past. Akagawa et al. [29,30] studied the 78 
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performance of the two-phase nozzles and conducted experimental research of the two-phase 79 
reaction turbine using the air-water flow as the working fluid. In this paper, the inflow of the two-80 
phase reaction turbine is subcooled water, the outlet flow of the two-phase turbine is vapour and 81 
liquid mixture, and the steam is generated in the channel since the outlet pressure is lower than the 82 
saturation pressure at the local temperature. Zhao et al. [31] and Date et al. [32] presented 83 
experimental research of the two-phase reaction turbine and stated the performance of the turbine 84 
under various working conditions. In this paper, performance evaluation methods were proposed 85 
based on one-dimensional flow equations and the CFD methods. Rane and He [33] presented the 86 
validation of mathematical models with experimental results proposed by Date et al.[32]. Rane and 87 
He [34] designed a novel geometry of the two-phase turbine using the numerical methods proposed 88 
in [33]. Li et al.[21] carried out a mean-line inverse design method for the two-phase reaction turbine. 89 
However, the inverse design method and the corresponding algorithm were only suitable for the 90 
design process and could not be employed to predict the distribution pressure and other flow 91 
parameters with the prescribed geometry. 92 

In the two-phase reaction turbine, the erosion due to the accelerated flashing flow can degrade 93 
the performance of the turbine and even damage the impeller. The flashing erosion could occur in 94 
valves or orifices [35], or at the throat of the channel in the two-phase reaction turbine. The damage 95 
to the throat can be mitigated in two ways, by using highly resistant materials or metal treatments, 96 
or by employing replaceable throats. Although the flashing erosion is usually referred to as “smooth” 97 
or “polished” [35,36], cavitation resistant materials and techniques for dealing with cavitation 98 
erosion could be applied for the flashing erosion, such as nickel-based cermet coatings [37], plasma 99 
and gaseous nitriding treatments [38,39]. If the flashing erosion is limited strictly to the throat, the 100 
structure of the throat can be designed as a replaceable component. For example, Date et al.[40] 101 
designed several slots at different positions in the channel and inserted the orifice to study the effect 102 
of the nozzle configuration on the performance of the two-phase reaction turbine. In addition to the 103 
flashing erosion, the liquid impingement erosion can appear on the walls of the channel downstream 104 
the throat. The liquid impingement erosion can be avoided or alleviated by optimizing the shape and 105 
the curvature of the channel. It can be found that the erosion in the two-phase reaction turbine is 106 
highly dependent on the design of the channel and the performance evaluation of the impeller. 107 

Few studies have been conducted about the performance evaluation of two-phase reaction 108 
turbines under various working conditions due to difficulties in predicting rotating flashing flow. 109 
Firstly, conventional evaluation methods are invalid for two-phase reaction turbines because of the 110 
flashing in the channel of the impeller. Secondly, thermal non-equilibrium effects, including the slip, 111 
the temperature difference between phases and the liquid attachment, make it difficult to evaluate 112 
the turbine performance. Thirdly, flow parameters at the inlet and the outlet are determined by the 113 
channel geometry and the flow process in the channel. Fourthly, the solving process of conservation 114 
equations is difficult to be converged because the vapour volume fraction increases almost from 115 
zero in the flashing flow. Liao and Lucas [41] reviewed the validation of various mathematical 116 
models for the simulation of the flashing flow in converging-diverging nozzles, and concluded that 117 
thermal phase change model could be more beneficial in predicting the flashing inception under 118 
significant thermal non-equilibrium effects. Rane and He [33,42] applied the thermal phase change 119 
model to simulate the flashing flow in the two-phase reaction turbine. There was the vapour layer 120 
generated on the wall near the throat and liquid attachment on the pressure side due to thermal non-121 
equilibrium effects. Li el al.[21] proposed one-dimensional flashing flow equations to derive the 122 
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geometry of the impeller with the prescribed distribution of pressure and relative flow angle, but the 123 
flow equations cannot be directly applied to the performance evaluation of the two-phase reaction 124 
turbine. Firstly, the divergence issues would arise in the algorithm, if the passage area was directly 125 
replaced by the pressure. Secondly, the algorithm could only be used under the design condition and 126 
was not able to evaluate the impeller performance under various working conditions. Thirdly, the 127 
method was a mean-line method based on one-dimensional flow assumptions along the flow 128 
direction and could not reflect the nonuniform effects in the rotational direction, such as the liquid 129 
attachment and secondary flow in the channel. Fourthly, the inverse design method cannot evaluate 130 
the influence of the system under various working conditions on the performance of two-phase 131 
reaction turbine. 132 

In this paper, based on the mathematical models in the previous mean-line inverse-design 133 
method [21] and CFD analysis [42], performance evaluation methods and algorithms under various 134 
working conditions were presented. The 1D method was based on conservation equations and 135 
closure models for the two-phase flow presented by Li et al. [21] and the corresponding solving 136 
algorithm was proposed. The 2D approach was similar to the 3D method using CFD methods 137 
proposed by Rane et al. [42]. The three methods were validated using experimental results [32] and 138 
applied to evaluate the turbine performance under various working conditions. Section 2 describes 139 
the geometrical model and working conditions. In Section 3, mathematical models for the 1D and 140 
2D/3D method are presented and CFD results are validated with the published experimental results. 141 
In Section 4, the performance of the two-phase reaction turbine under various working conditions 142 
are discussed, and the influence of geothermal system parameters on the turbine performance is 143 
analyzed. 144 

2 System and prototype turbine 145 

2.1 Geothermal system adopted 146 
The trilateral flash system [43] utilizes the total-flow turbine to convert the enthalpy of high-147 

temperature liquid-dominated geothermal water to shaft power of the turbine. The discharge data of 148 
the geothermal fluid is from ‘LA-8’ heat source well in Aluto Langano geothermal field [44]. The 149 
geothermal system is shown in Figure 1. The outflow from the production well may be the two-150 
phase mixture or subcooled water, depending on the wellhead pressure. Yu et al. [43,45] discussed 151 
the influence of the wellhead pressure on the performance of the geothermal system. Due to 152 
environment and climate change, the wellhead pressure may be varied with years [46]. In the 153 
previous studies, the turbine efficiency is assumed to be a series of constants, and the performance 154 
of the turbine included only the working condition. The inlet pressure, rotational speed, inlet 155 
temperature and the inlet vapour volume fraction is of high influence on the performance of the 156 
turbine. 157 
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Figure 1 Diagram of the total flow system [43] 

2.2 Prototype turbine 158 
The structure of the two-phase turbine is shown in Figure 2(a). The fluid from the production 159 

well flows into the impeller through a horizontal pipe of the turbine. The flow is distributed into 160 
each channel of the impeller and flashes into the two-phase mixture as shown in Figure 2(b). 161 
Through the centrifugal force, the liquid and the vapour is separated in the casing of the turbine. 162 
The vapour leaves the turbine through the vapour outlet pipe installed on the top of the casing, and 163 
the liquid is discharged through the liquid outlet pipe installed at the bottom of the shell. For an 164 
impeller, the number of the channel can be chosen when the passage loss and the flow uniformity is 165 
considered. Figure 2(c) and 2(d) show geometrical differences of impellers between six channels 166 
and two channels under the same total mass flow rate. If the number of the channel is too small, the 167 
large mass flow per channel and the cross-section area of the channel could be over large. The 168 
overlarge area can lead to dramatic changes in the curvature of the pressure line and the suction line. 169 
As shown in Figure 2(d), because the mass flow per channel is much larger than that in Figure 2(c), 170 
curvatures of the pressure line and suction line vary significantly along the flow direction. The 171 
excessive cross-section area and the rapid curvature change will lead to the failure of the 172 
performance evaluation method. However, the passage loss will be too large if there are too many 173 
channels. In this paper, an impeller with ten channels is studied. 174 

  
(a) Turbine (b) Impeller 

  
(c) Impeller with six channels (d) Impeller with two channels 

Figure 2 The geometry model of the two-phase reaction turbine 

The diagram of a single square-section channel is illustrated in Figure 3, which is the projection 175 
of the channel on the plane normal to the rotation direction. The basic shape of the channel is 176 
constructed by the center line, pressure line and suction line. The height of the cross section of the 177 
channel is equal to the width which can be derived by pressure line and suction line. 178 

Vapour outlet

Inflow

Liquid outlet

Shell
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 179 
Figure 3 Curves in a single channel 180 

A mean-line inverse design method [21] is used to design the prototype turbine for the 181 
geothermal application. The inverse design method is different from the direct design method 182 
presented in the literature [32,33]. Using the inverse design method, a prototype turbine (PT) is 183 
designed, and the shape of the impeller is derived with the given pressure and blade angle 184 
distributions. The algorithm for this inverse method is similar to the inverse process of solving 185 
conservation equations. Parameters of the prototype turbine are listed in Table 1. 186 

Table 1 Parameters of the designed turbine 187 
Parameter Value 

Inlet pressure 1.1 MPa 

Inlet temperature 174℃ 

Outlet pressure 0.1 MPa 

Mass flow rate per impeller 5 kg/s 

Number of channels per impeller 10 

Number of impellers in the turbine 2 

Rotational speed 2200 rpm 

The inlet radius of the center line is 45.0 mm, the outlet radius is 188.5 mm, and the outlet 188 
radius of the pressure line is 200.0 mm. The geometry of the derived pressure line and suction line 189 
is shown in Figure 4. At the throat, the width of the throat is 4.1 mm, the radius of the center line is 190 
93.8 mm, the radius of the pressure line is 95.8 mm, and the radius of the suction line is 91.9 mm. 191 

 192 
Figure 4 The pressure line and suction line of a single channel 193 

3 Methods and validation 194 

3.1 One-dimensional model 195 
3.1.1 Continuity, momentum and energy equations  196 

An element for analyzing the one-dimensional flow is shown in Figure 5. It has one inlet, one 197 
outlet and four walls, including the pressure side, the suction side, the top side and the bottom side. 198 
Flow parameters and thermophysical properties are assumed to be constant within the volume. Due 199 
to the rotation, the distribution of the pressure is different across the pressure side and the suction 200 
side. The pressure difference can be estimated approximately by the force balance on the direction 201 

Rotation center

Rotation center

Rotation center
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normal to the center line. The 1D conservations and closure models are the same as the mathematical 202 
models presented by Li et al. [21]. 203 

 204 
Figure 5 Element for one-dimensional analysis 205 

There is no mass flux through the top side, the bottom side, the pressure side and the suction 206 
side. The continuity equation is built based on mass flux at the inlet and outlet, as illustrated in 207 
Equation (1). 208 

  (1) 209 

The momentum equation is built based on the balance of the force exerted on the element along 210 
the center line and can be expressed as 211 

  (2) 212 

According to the first law of thermodynamics, the energy equation of the total flow can be 213 
derived as Equation (3) along the center line. The velocity in turbomachinery is so high that the 214 
fluid has no time to exchange heat with the surrounding [47]. The flow in most turbines could be 215 
assumed to be adiabatic [48–51], but the internal heat transfer in turbochargers and small gas 216 
turbines affects the performance operating point of the turbocharger or gas turbine [52]. The 217 
temperature difference in the two-phase turbine is much lower than that in the turbocharger or gas 218 
turbine. Furthermore, the flashing models were commonly assumed to be adiabatic [53] and the 219 
flashing flow was often referred as the adiabatic flash. Therefore, the heat flux across the walls of 220 
the channel is neglected and the two-phase flow is assumed to be adiabatic in this paper. 221 

  (3) 222 

with 223 

  (4) 224 

3.1.2 Force balance equation of vapour bubble 225 
The slip between the liquid and the vapour can be derived as Equation (5) based on the balance 226 

of the force exerted on a sphere bubble along the center line. The increase of the momentum should 227 
be balanced with the pressure reduction, centrifugal force and drag force. 228 

  (5) 229 

with 230 

  (6) 231 
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The equation (5) should be implemented into Equation (2) to solve the vapour velocity and 232 
the liquid velocity. 233 
3.1.3 Phase-changing model 234 

The flashing flow in the channel is caused by thermodynamic and mechanical nonequilibrium. 235 
The thermal phase-changing model has been validated with experimental results by Rane et al.[54] 236 
for the two-phase reaction turbine. The interphase mass flux can be modelled with Equation (7). 237 

  (7) 238 

where Aia is the interfacial area density. The heat flux of a single sphere bubble in the liquid is used 239 
to construct the thermodynamic model of the flashing. The heat flux between the two-phase fluids 240 
is 241 

  (8) 242 

where hint is the heat transfer coefficient and can be calculated using Nusselt number. Wolfert [55] 243 
proposed a model to correlate Nusselt number with thermodynamic and mechanical nonequilibrium 244 
as 245 

  (9) 246 

where JaT is Jacob number and Pe is Peclet number. They can be evaluated using Equation (10) and 247 
(11). 248 

  (10) 249 

  (11) 250 

3.1.4 Frictional pressure reduction model 251 
There are several empirical equations [56,57] used to evaluate the two-phase frictional pressure 252 

reduction in Equation (2). Many of those equations only consider water and air mixture. However, 253 
the correlation from [58] is suitable for a single component and expressed as 254 

  (12) 255 

where Φ is an empirical parameter used to evaluate the effect of the two-phase flow. The detailed 256 
formula for Φ can be referenced to [58]. 257 
3.2 Three-dimensional model 258 
3.2.1 Continuity, momentum and energy equations 259 

In a rotating reference frame system, the continuity equations are written as 260 
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  (14) 263 

The energy equations are expressed by 264 

  (15) 265 

3.2.2 Turbulence model 266 
In the converging section of the channel, the fluid is mainly composed of the liquid water and 267 

the flow speed is low. In the diverging section, both the mixing process and separating process of 268 
liquid and vapour exist, and the mixture flow velocity increases significantly. The area of the throat 269 
is so narrow that the boundary layer grid near the throat can be very thin. The turbulence model is 270 
based on the k-ε and k-ω models [59]. 271 

For the rotating reference frame system, the turbulence should be modified using the empirical 272 
function. Detailed correction is introduced in [60]. Although kinetic energy and dissipation of 273 
turbulent energy are different between the vapour and the liquid, the homogenous turbulent model 274 
is used in this paper. 275 
3.2.3 Drag force equation on bubble 276 

For a single bubble in the flow, the drag force in Equation (14) can be derived as 277 

  (16) 278 

where Ap is the projected area of the bubble in the flow. In the unit volume, the drag force is 279 

  (17) 280 

where D is the bubble diameter. 281 
Vapour properties are set as saturation vapour properties using the local pressure. Liquid 282 

properties are calculated by checking IAPWS. The phase-changing model for the 1D model can be 283 
still used for the 2D and 3D models. 284 
3.3 Methods and algorithm 285 
3.3.1 1D method 286 

The presented algorithm is shown in Figure 6 and programmed in Python. Given boundary 287 
conditions include inlet pressure, inlet temperature, inlet volume fraction, rotational speed and outlet 288 
pressure. In the 1D element, flow parameters at node i+1 can be solved using parameters at node i. 289 
The conservation equations are solved with a coupled method. 290 
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 291 
Figure 6 Flow chart of the 1D method 292 

The algorithm for solving 1D equations needs special concern. Firstly, large error and severe 293 
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numerical divergence may appear near the inception point of the flashing, because the vapour 294 
volume fraction increases from the minimum vapour volume fraction, and strange values of vapour 295 
velocity can be derived if the vapour velocity is solved directly from the momentum conservation 296 
equation or the continuity equation. Secondly, there may be multiple solutions during the solving 297 
process for the pressure. Thirdly, the under-relaxation factor significantly affects the accuracy and 298 
robustness of the algorithm, and the initialization field determines whether the solving process is 299 
converged. Thus, in the presented algorithm the vapour velocity is calculated indirectly by using the 300 
derived liquid velocity and slip ratio, and the pressure is evaluated using the liquid density. It should 301 
be noted that the pressure can also be derived through rearranging the momentum conservation 302 
equation and continuity equation. 303 

Compared with the algorithm in the previous inverse design method [21], programs for the 304 
centerline and inlet section are unnecessary because the geometry of the channel has been provided. 305 
The passage area is a given parameter, and the pressure needs to be solved, as shown in Figure 7. 306 
Thus, modifications should be made in many subprograms especially in evaluation program for the 307 
pressure. The passage area is derived mainly using the continuity equation in the inverse design 308 
method. But in this paper, the density is derived through the continuity equation and then the 309 
corrected pressure is calculated using the saturation property of the fluid. The sequence for solving 310 
discretized conservation equations and closure equations should be also rearranged. The slip ratio 311 
is solved after the passage area is determined in the inverse design method, but it is calculated before 312 
the pressure is evaluated to avoid the divergence of the algorithm in this algorithm. The initialization 313 
affects the convergence remarkably in this algorithm, so the distribution of flow parameters obtained 314 
by the inverse-design method is employed to initialize this algorithm. 315 

 316 

Figure 7 Flow chart of the evaluation program for the vapour volume fraction 317 
In the evaluation program for the vapour volume fraction, the phase-changing equation is 318 

mainly solved using the procedure shown in Figure 5. Firstly, thermophysical properties should be 319 
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averaged between computation nodes i and i+1. Secondly, the velocity at node i+1 should be used 320 
to derive the slip velocity between the two-phases. Thirdly, the temperature at node i+1 should be 321 
used to calculate the superheat of the liquid. Fourthly, the vapour volume fraction at node i+1 should 322 
be used to evaluate the mean bubble diameter. 323 

The procedure for calculating the slip ratio is shown in Figure 8. Firstly, the relative liquid 324 
velocity is evaluated using rearranged momentum equation as illustrated in Equation (18) and (19). 325 
Secondly, the relative vapour velocity is derived using the rearranged slip equation as shown in 326 
Equation (20). Thirdly, the corrected slip ratio is calculated. 327 

 328 
Figure 8 Flow chart of the evaluation program for slip-ratio 329 

The rearranged discretized momentum conservation equation is 330 

  (18) 331 

with 332 

  (19) 333 

It should be noted that there may be other ways for any variable 𝜙 , 𝜙!"# $⁄  means 334 
(𝜙! + 𝜙!"#) 2⁄ .The rearranged discretized slip equation is 335 

  (20) 336 

with 337 

  (21) 338 

The sign of Equation (20) is decided by the sign of (Π# + Π$ + Π&) Π'⁄ . 339 
The corrected pressure is evaluated indirectly through the continuity equation, as shown in 340 

Figure 9. Firstly, the corrected liquid density can be derived by rearranging continuity equation. 341 
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Secondly, the corrected pressure is evaluated by checking the saturation curve. The rearranged 342 
continuity equation is 343 

  (22) 344 

Using the saturation data from IAPWS, the saturation curve can be fitted as 345 

  (23) 346 

with 𝑐( = −476.4 , 𝑐# = −9801 , 𝑐$ = −1349 , 𝑐& = 871 , 𝑐' = −4836  and 𝑤 = 0.004714. 347 
It should be noted that Equation (23) can only be valid when the pressure is between 1 kPa and 1.5 348 
MPa, and the unit of the derived pressure is kPa. 349 

 350 
Figure 9 Flow chart of the evaluation program for pressure 351 

The corrected liquid temperature can be derived by solving the energy conservation equation. 352 
The energy conservation equation can be arranged as 353 

  (24) 354 

with 355 

  (25) 356 

where I is the rothalpy as illustrated in [61]. The friction loss can be derived by using the frictional 357 
pressure reduction, which has already been calculated in the evaluation program of slip-ratio. 358 

The turbine performance, especially the output power, can be evaluated by the pressure 359 
distribution on four boundaries of the channel and the friction loss. The output power includes three 360 
items as 361 

  (26) 362 

where n is the total number of computational stations, BN is the total number of channels, Ω is the 363 
rotational speed, Tof is the torque caused by the two-phase flow friction, ToP is the torque caused by 364 
the pressure, and To is the torque. The torque at the outlet can be derived as 365 

  (27) 366 

The pressure on the pressure line and the suction line can be evaluated using the simple radial 367 
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equilibrium principle by Li et al. [21].The torque caused by the pressure can be calculated by 368 

  (28) 369 

with 370 

  (29) 371 

The torque caused by the friction can be evaluated as 372 

  (30) 373 

with 374 

  (31) 375 

The turbine efficiency is defined as ratio between the output power of the impeller and the 376 
isentropic output power as shown in Equation (32). 377 

  (32) 378 

3.3.2 2D and 3D methods 379 
The algorithms for 2D and 3D methods are the same, but the mesh, boundary conditions and 380 

numerical settings are different. The 2D geometrical model of the channel is shrunk from 3D 381 
geometry model using a scale factor in the span direction (z-direction or height direction). To allow 382 
ANSYS CFX to eliminate the z-direction flow, there is only one layer of the mesh in the z-direction, 383 
and both the top side and the bottom side are subject to the symmetrical boundary condition. The 384 
vector parallel tolerance is 2° to allow curved symmetric surfaces and increases with the scale factor. 385 
There is a balance between the accuracy and the convergence, because a necessary vector parallel 386 
tolerance may reduce the accuracy of 2D evaluation method.  387 

In this paper, the Euler-Euler method is chosen to simulate the flashing flow using ANSYS 388 
CFX. The liquid is the continuous fluid and the vapour is dispersed fluid. The thermophycial 389 
properties of the vapour are calculated using IAPWS. The coupled algorithm is used to increase the 390 
robustness of the simulation and can be referenced to [60]. The liquid is the continuous phase while 391 
its vapour is the dispersed phase. The minimum volume fraction is 10-6. The mean bubble diameter 392 
should be changed based on the local vapour volume fraction using Equation (6). The bubble 393 
number density is set to be 5×107, which is validated by Rane and He [33]. The turbulence model is 394 
homogenous k-ω model since it is suitable for bubbly flow according to the validation by Ibrahim 395 
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et al. [62]. The steady solver is used in the simulation with the upper limit of the time scale factor 396 
10-5 s. IAPWS IF97 is imported to the simulation as well. The initial flow field is of significant 397 
influence on the convergence of the solving process. Rane and He [33] presented equations for the 398 
initialization. In this paper, the initial pressure and the vapour volume fraction are given by the 1D 399 
results. The rotational speed of the computation domain increases from zero to the designed 400 
rotational speed with growing iteration step of the simulation. 401 
3.3.3 Geometrical models and mesh size independence in 2D and 3D methods 402 

In the 2D method, the flow on the relative flow stream surface S1 is predicted while the flow 403 
on the stream surface S2 is uniform based on the general 3D fluid dynamics in turbomachinery 404 
proposed by Wu [63], as illustrated in Figure 10(a). There is only one element in the z-direction as 405 
shown in Figure 10(b). The scale factor in the z-direction τz is 0.04, and the mass flow rate and the 406 
torque obtained by the 2D model should be scaled based on the scale factor. 407 

  
(a) Diagram of 2D flow (b) Mesh 

Figure 10 Diagram of 2D flow and mesh for the 2D method 

The geometrical model for the 3D method is one-tenth of the whole channel to reduce the 408 
computation cost, as shown in Figure 11(a). ICEM is used to generate the structural mesh as 409 
illustrated in Figure 11(b). A periodic boundary conditions is imposed in the inlet tube of the impeller. 410 
The first distance from the wall in the flow channel is 0.1 mm and the growth rate is 1.2. 411 

  
(a) Geometry (b) Mesh 

Figure 11 Geometry and mesh model for the 3D method 

The performance of the turbine includes the flow rate, the output power, and the pressure 412 
difference. The mesh dependency of the channel is studied as illustrated in Figure 12. The result 413 
shows that in the current settings the performance of the turbine is not sensitive to the amount of the 414 
mesh. In this paper, the total number of the mesh is chosen as 179 k. 415 
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 416 
Figure 12 Performance of the impeller under different numbers of elements 417 

3.4 Validation of the methods with experimental results 418 
Experimental results of a two-phase reaction turbine (the turbine is named RMIT turbine and 419 

its impeller is named as RMIT impeller) was published by Date et al. [32], and the detailed structure 420 
of the turbine was presented by Khaghani [64] as shown in Figure 13(a). The inflow of Date’s 421 
turbine flows into a hollow shaft and is guided into the impeller. The two-phase outflow leaves the 422 
impeller into the case of the turbine. Gaps between rotational parts and stationary parts are sealed 423 
by mechanical seals [65], as shown in Figure 13(b). Thus, the flow rate through gaps is neglected 424 
in the simulation due to the low leakage. However, the usage of the mechanical seal brings additional 425 
friction loss to the turbine. Date et al. [40] monitored deceleration rate of the turbine after stopping 426 
the feed water supply and derived the output power of the shaft while the frictional loss of the 427 
mechanical seal and bearings is deduced. 428 

 429 

(a) Diagram of the flow path 430 

 431 
(b) Structure of the turbine near the inlet 432 

Figure 13 Diagram of RMIT turbine [32,64,65] 433 
The performance of the two-phase turbine varies with the salt content. In the previous 434 

experiment, the inflow is the salt water and contains 3% NaCl. Thermophysical properties vary with 435 
the salt content in the NaCl-H2O mixture, including the saturation pressure, the density, the viscosity, 436 
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and so on. The relationship between the saturation pressure and the salt content can be illustrated in 437 
Equation (33). 438 
  (33) 439 
where Pwater is the saturation pressure for the water, Pbrine is the saturation pressure for the brine, and 440 
the coefficient a decreases as the salt content increases and can be fitted as Equation (34) using the 441 
published data [66] when the temperature varies from 110℃ to 330℃. 442 
  (34) 443 
where c is the salt content. If c is 0.03, a is 0.9778. The saturation pressure of the brine and the water 444 
can be illustrated in Figure 14(a). The deviation of the saturation pressure between the 3% NaCl 445 
mixture and the water increases with the temperature and is 34.5 kPa when the temperature is 200℃.  446 
The liquid brine density is higher than the liquid water density and the deviation of the liquid density 447 
between the brine and the water increases with the salt content. Using the published data [66], the 448 
maximum deviation of the liquid density is 48.34 kg/m3 in Figure 14(b), the maximum deviation of 449 
the vapour density is 0.17 kg/m3 in Figure 14(c), and the maximum deviation of the liquid enthalpy 450 
is 1.24 kJ/kg in Figure 14(d), if the temperature varies between 110℃ and 200℃. Thus, in this paper, 451 
the water has been chosen as the working fluid in the simulation for simplicity, because deviations 452 
of thermalphysical properties are not significant within the temperature range studied. 453 

  

(a) Saturation pressure (b) Liquid density 

  

(c) Vapour density (d) Liquid enthalpy 

Figure 14 Comparison of thermophysical properties between the water and the brine with 3% NaCl 

There are several geometrical differences between the RMIT impeller and the prototype 454 
turbine’s impeller of this research. Firstly, the RMIT impeller has two channels and the prototype 455 
turbine’s impeller has ten channels. Secondly, the cross-section normal to the center line of the 456 
RMIT impeller is circle and the prototype turbine’s impeller has a square channel, as shown in 457 

brine waterP aP=

21.129 0.5384 0.995a c c= - - +
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Figure 11(a) and Figure 15(b). Thirdly, the RMIT impeller has an outlet section which is the 458 
extension of the main channel, and the prototype turbine’s impeller doesn’t have a similar outlet 459 
section. Fourthly, RMIT impeller has two parts which are symmetric by z=0 mm plane. The two 460 
parts are assembled into the impeller by several bolts. The prototype turbine’s impeller has a whole 461 
channel which is manufactured using the 3D printing technique. Fifthly, the RMIT impeller and the 462 
prototype turbine’s impeller have different geometry and working conditions. However, 463 
mathematical models and parameters for the three models are suitable for both the RMIT impeller 464 
and the prototype turbine’s impeller. The 1D model and 2D model are established based on the 465 
rectangle cross-section. If the 1D model and 2D model are applied to the RMIT impeller, the area 466 
calculation and the evaluation program of the output power should be modified. For the 2D 467 
geometry model, the cross-section of the channel is rectangle as illustrated in Figure 15(a). 468 

  
(a) 2D geometrical model (b) 3D geometrical model 

Figure 15 Geometry model and performance of RMIT impeller’s impeller 

The height of the channel along the center line in the 2D model is equal to the distribution of 469 
the scaled radius in the 3D model. The flow rate obtained by the 2D model should be corrected using 470 
the scale factor 𝜏) and the area factor, which is the area ratio between the rectangle and the circle. 471 
The output power obtained by the 2D model is modified using the scale factor 𝜏) and the shape 472 
factor 𝜏*. For either 2D or 3D simulation, the output power of the channel can be divided into three 473 
parts as 474 
  (35) 475 
where PoOutlet=0 because the outlet of the impeller has a constant radius. Thus, it can be found that 476 
the output power is strongly affected by the geometry of the pressure side, suction side, top side and 477 
bottom side. The shape factor should be derived using the relationship between the 2D and 3D 478 
geometry. 479 

The 2D output power derived directly is not the 3D output power since the cross-section is 480 
different between the 2D and the 3D. The geometry of the 2D is a rectangle, as shown in Figure 481 
16(a). For 2D simulation, the width of the cross-section Z is equal to that of 3D cross-section. The 482 
height of the 2D cross-section is equal to 𝑍𝜏). In order to correlate the 2D output power to the 3D 483 
output power, the 2D rectangular cross-section is firstly scaled to the 3D square cross-section shown 484 
in Figure 16(b), then reshaped from the 3D square to the 3D circle, as shown in Figure 16(c). 485 

To evaluate the shape factor, the pressure in the width direction is assumed to be approximately 486 
linear distributed, as shown in Figure 16(a). Thus, the pressure on the pressure side and the suction 487 
side is 𝑃 + (𝜕𝑃 𝜕𝑟⁄ ) 𝑍 2⁄  and 𝑃 − (𝜕𝑃 𝜕𝑟⁄ ) 𝑍 2⁄ , separately. The output power for the 3D square 488 
can be derived approximately as 489 
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  (36) 490 

   

(a) 2D rectangle (b) 3D square (c) 3D circle 

Figure 16 Diagram of the cross-section for 2D simulation and 3D simulation 

For an element with the length δL and the 3D square cross-section, if the width of the element 491 
is far less than the radius of the center of the element, the torque on the pressure side and suction 492 
side caused by the pressure can be derived approximately as 493 

  (37) 494 

The torque on the top side and bottom side caused by the pressure can be derived approximately as 495 

  (38) 496 

For an element with the length δL and the 3D circle cross-section, the torque on the pressure 497 
side and suction side caused by the pressure can be derived approximately as 498 

  (39) 499 

The torque on the top side and bottom side caused by the pressure can be derived approximately as 500 

  (40) 501 

The relationship of the output power between the 3D square and the 3D circle can be derived 502 
as 503 

  (41) 504 

Thus, the shape factor is π/4. 505 
The comparison between the experiment and the evaluated performance of the three models is 506 

illustrated in Figure 17. Rane and He [33,54] suggested that proper bubble density number (5×107) 507 
and thermal phase changing model (Wolfert model [55]) through comparing Date’s experimental 508 
results [32]. The mass flow rate obtained by the 1D model agrees with experimental results and the 509 
3D model, but the mass flow rate obtained by the 2D model is much higher than other results. 510 
However, the output power obtained by the output power can agree with experimental results and 511 
the 3D model. The 1D model cannot be applied to the evaluation of the RMIT impeller’s output 512 
power because the simple radial equilibrium cannot be used to evaluate the pressure on the pressure 513 
line and suction line of the RMIT impeller. Therefore, the 1D model has benefit in reducing the 514 
CPU time and predicting the mass flow rate. Although there is large deviation of the mass flow rate 515 
between the 2D model and other models, the 2D model can predict the output power with the least 516 
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deviation between the model and experimental results. Compared with the 3D model, the CPU hours 517 
cost by the 2D model is much less than the 3D model. Thus, the combination of the 1D model and 518 
the 2D model can be used for fast evaluation of the RMIT impeller’s performance. 519 

  

(a) Mass flow rate (b) Output power 
Figure 17 Geometry model and performance of the RMIT’s impeller 

 
The disagreement of the mass flow rate between the 2D method and the 3D method can be 520 

attributed to the boundary effect near the top side and the bottom side. The cross-section of the 2D 521 
channel is rectangular as shown in Figure 18(a), while the cross-section of the 3D channel is circular 522 
as shown in Figure 18(b). Since there is only one layer in the z-direction and both the top side and 523 
the bottom side are symmetric boundaries, wall effects of the top side and the bottom side cannot 524 
be included in the 2D method. As shown in Figure 18(c), the vapour is generated near the pressure 525 
side and the suction side. But in Figure 18(d), there is a thin vapour ring generated on the wall. As 526 
show in Figure 18(f), there is liquid attached on the pressure side in the 3D method and there is also 527 
liquid tending to move towards the suction side. However, as shown in Figure 18(e), wall effects of 528 
the top side and the bottom side cannot be evaluated in the 2D method. Thus, much higher mass 529 
flow rate is derived in the 2D method than the 3D method. 530 

 
 

(a) Planes in the 2D channel (b) Planes in the 3D channel 

  
(c) Vapour volume fraction at 2D Plane 1 (d) Vapour volume fraction at 3D Plane 1 
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(e) Vapour volume fraction at 2D Plane 2 (f) Vapour volume fraction at 3D Plane 2 

Figure 18 Contours of the vapour volume fraction in cross-sections 

(c)-(f): Left side is the suction side and the right side is the pressure side 

4 Performance evaluation and flow details 531 

4.1 Performance of the impeller at design condition 532 
The total performance of the impeller under the design condition was evaluated by 1D, 2D and 533 

3D methods and listed in Table 3. The consumed time of 1D is much less than 2D and 3D. The 3D 534 
method takes 75 times CPU hours of the 2D method and 750000 times CPU hours of the 1D method. 535 
The huge reduction in the CPU time required shows the advantage of the 1D method. The turbine 536 
efficiency is defined by Equation (32). 537 

Since the leakage loss and the frictional loss is significantly affected by the structure of the 538 
turbine and types of seals and bearings, the loss of the output power only contains the passage loss 539 
in the performance evaluation. However, it should be noted that the measured output power should 540 
be less than the output power evaluated in the paper, because the disk friction loss and the frictional 541 
losses caused by seals and bearings are not included in this paper. Reasonable evaluation methods 542 
of all friction losses for two-phase turbines need further investigation and validation. In this paper, 543 
the passage loss is the two-phase frictional pressure reduction for the 1D method, and it can be 544 
derived using the viscous stress of the fluid at the walls.  545 

The loss of output power is evaluated using the two-phase frictional pressure reduction in the 546 
1D method. For the 3D method, the total output power can be calculated by 547 

  (42) 548 

with 549 

  (43) 550 

Table 3 Performance of the impeller using 1D, 2D, and 3D methods under the design condition 551 
Parameters 1D 2D 3D 

𝑃!" (kPa) 1100 1100 1100 

𝑇!" (℃) 174 174 174 

𝑃#$% (kPa) 101 101 101 

𝑚 (kg/s) 5.00 6.31 5.22 

𝑁 (rpm) 2200 2200 2200 

𝛼#$% 0.992 0.990 0.988 

𝑋𝑔#$% 0.070 0.080 0.081 
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𝑊&
#$% (m/s) 116.2 143.5 117.1 

𝑊'#$% (m/s) 118.7 133.1 125.2 

To (N∙m) 4.55 7.44 4.97 

Po (kW) 10.5 17.2 11.5 

𝑃𝑜()*)) (kW) - 31.0 27.1 

𝑃𝑜+()*)) (kW) 30.4 32.2 31.5 

𝑃𝑜,()*)) (kW) - -1.2 -4.4 

𝑃𝑜-)*.) (kW) - 11.0 9.2 

𝑃𝑜+-)*.) (kW) 10.7 11.0 11.0 

𝑃𝑜,-)*.) (kW) - 0 -1.8 

𝜂 (%) 7.20 11.82 7.90 

CPU time (hours) 0.002 20 1500 

 552 
Figure 19 Relative errors of performance parameters 553 

The relative errors of 1D or 2D performance parameters compared with 3D in Table 3 are 554 
illustrated in Figure 19. The relative error of the mass flow rate between 1D result and the 3D result 555 
is 4.2%, but 2D to 3D error is 20.9%. Because in the 2D method boundary conditions on the top 556 
side and the bottom side are symmetrical surfaces, the mass flow rate deduction caused by the 557 
viscous effect on the top side and the bottom side is not included, and the 2D method predicts a 558 
higher mass flow rate than 1D and 3D methods. For the same reason, the 2D method leads to faster 559 
relative velocities than 1D and 3D methods. The 2D method also predicts a higher total output power, 560 
because 2D cannot take the frictional power on the top side and the bottom side into account. 561 
However, the 2D method has a benefit in predicting the output power caused by the pressure Pop 562 
across the walls of the channel, because it can include nonuniform effects in the circumferential 563 
direction. The relative error of the 2D method in the power is 2.2%. The ability to predict 564 
circumferential flow shows that the 2D method can be implemented into the 1D method to reduce 565 
the time required by the 3D method. 566 
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4.2 Influences of various factors 567 
4.2.1 Rotational speed 568 

In combined geothermal systems, the mass flow rate may have to be changed according to 569 
requirements from the integrated system and geological environments. An easy way to vary the 570 
mass flow rate of the two-phase turbine is to change the rotational speed of the two-phase turbine. 571 
The performance of the turbine under various rotational speed is important for optimizing system 572 
parameters of the trilateral flash geothermal system or other integrated geothermal systems. 573 

The performance of the impeller under various rotational speeds is shown in Figure 20. The 574 
inlet pressure 𝑃!+, inlet temperature 𝑇!+ and outlet pressure 𝑃,-. are the same as those under the 575 
design working condition. As shown in Figure 20(a), the mass flow rate 𝑚 increases with the 576 
rotational speed 𝑁. The 1D method underestimates the flow rate compared with the 3D method. 577 
The deviation between 1D and 3D increases with 𝑁. The 2D method overpredicts 𝑚 because the 578 
2D method cannot include the viscous effect on the top side and the bottom side. Compared with 579 
the 3D method, the deviation between 2D and 3D is constant. 580 

As illustrated in Figure 20(b), the output power Po increases with rotational speed. Po derived 581 
from the 1D method is lower than the 3D method. There is a certain deviation between the 1D 582 
method and the 3D method which is caused by the empirical correlation of the two-phase frictional 583 
pressure reduction. The deviation reaches the lowest at 80% of the design rotational speed and 584 
increases with the rotational speed from 1760 rpm to 3080 rpm. The 2D method overpredicts Po 585 
compared with the 3D method. The deviation between 2D and 3D increases remarkably with N. 586 

  

(a) Mass flow rate (b) Total output power 

  

(c) Efficiency (d) Outlet vapour mass fraction 
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(e) Output power caused by the pressure (f) Output power caused by the friction 

Figure 20 Performance parameters under various rotational speeds 

The turbine efficiency η is defined by Equation (32) and increases with N as shown in Figure 587 
20(c). The turbine efficiency calculated by the 1D method is the lowest among the three methods. 588 
The deviation between the 1D and 3D method reaches the lowest at 1760 rpm. 589 

The outlet vapour mass fraction Xgout is averaged on the outlet boundary using the mass flow 590 
rate and decreases with N, as illustrated in Figure 20(d). The 1D method underestimates Xgout 591 
ranging from 0.067 to 0.071. Xgout derived by the 2D method agrees with the 3D method. The 592 
deviation between 2D and 3D is the lowest at 1540 rpm. 593 

As shown in Figure 20(e), the output power caused by the pressure Pop is consistent among 594 
the three methods, while there is a certain deviation between 1D and 3D, and the deviation increases 595 
with flow rate. Since the 2D method cannot include the viscous effect on the top side and the bottom 596 
side, the output power caused by the friction Pof is much higher than 3D. Pof predicted by the1D 597 
method agrees with the 3D method, as illustrated in Figure 20(f). 598 
4.2.2 Inlet pressure 599 

The wellhead pressure can also vary with time due to geological factors in enhanced 600 
geothermal systems. The wellhead pressure is almost equal to the inlet pressure of the turbine if the 601 
pressure reduction in pipes and heat exchangers is neglected. The inlet pressure of the impeller 602 
affects thermophysical properties, the pressure difference between the inlet and outlet of the impeller, 603 
subcooling degree at the inlet, and so on. If the outlet boundary condition is fixed to the design 604 
condition and the inlet temperature is the design temperature, the performance of the impeller is 605 
varied with the inlet pressure as illustrated in Figure 21. 606 

As shown in Figure 21(a), m increases with Pin, the 1D method underpredicts m if Pin is higher 607 
than 900 kPa, and the deviation between 1D and 3D method increases with Pin . When Pin is 900 608 
kPa, the deviation is 0.5%; when Pin is 1300 kPa, the deviation is 6.7%. The 2D method 609 
overestimates m and the deviation between the 2D method and the 3D method is about 20%. The 610 
2D method has a limitation on the predictions under various inlet pressures, since it has convergence 611 
problems if the inlet pressure Pin is less than 1100 kPa. There is strong non-physical phenomenon 612 
(for example, extremely high Mach number) and unsteady flow (such as bubble breakage and 613 
droplets coalescence) near the throat of the channel in the 2D simulation. As Pin decreases, the 614 
subcooling degree of the fluid is reduced and the vaporization near the throat becomes more 615 
dramatic. Due to lacking the wall effects of the top side and the bottom side, the 2D method 616 
overestimates the mass flow rate and the velocity inside the channel. Therefore, extreme high 617 
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relative velocity is predicted in the 2D simulation, and the phase-changing process near the throat 618 
is affected remarkably by the high velocity. The result is that the 2D method cannot get converged 619 
if Pin is lower than 1100 kPa. 620 

In Figure 21(b), Po increases with Pin, the 1D method underpredicts Po if Pin is higher than 621 
900 kPa, and the deviation between 1D and 3D method increases with Pin. The 2D method 622 
overestimates Po with over 20% deviation. 623 

  

(a) Mass flow rate (b) Total output power 

  

(c) Efficiency (d) Outlet vapour mass fraction 

  

(e) Output power caused by the pressure (f) Output power caused by the friction 

Figure 21 Performance parameters under inlet pressure 

In Figure 21(c), the turbine efficiency η increases with Pin and the 1D method can predict η 624 
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with less than 2% deviation. In Figure 21(d), Xgout decreases with Pin because the subcooling degree 625 
at the inlet increases with Pin. The 1D method underpredicts Xgout compared with the 3D method. 626 
The 2D method can predict Xgout with less than 2.7% deviation. 627 

As shown in Figure 21(e), Pop agrees with each other among the three methods, although there 628 
is a certain deviation between 1D and 3D. Pof obtained by 3D method is almost constant and varies 629 
between -5.7 kW and -6.2 kW. The deviation between 1D and 3D method reaches the lowest when 630 
Pin is 1100 kPa. The 2D method underpredicts Pof and varies between -1.2 kW and -1.4 kW as 631 
shown in Figure 21(f). 632 
4.2.3 Inlet temperature 633 

The inlet temperature of the impeller determines the subcooling degree of the inflow liquid. 634 
The saturation temperature for the inflow at the inlet pressure is 184℃. Under the design condition, 635 
the subcooling degree is 10℃ which can ensure that there is no flashing at the entrance to the 636 
channel. During the start/end phase in the real operation, the inlet temperature may vary with time. 637 
In addition, the wellhead temperature may also vary with season or year. The performance of the 638 
turbine may be significantly influenced by the varying temperature. The flashing inception point is 639 
also varied with the inlet temperature. Figure 22 illustrates the relationship between the inlet 640 
temperature and the performance of the impeller at the design inlet pressure and the design outlet 641 
pressure. The range of the inlet temperature is between 134℃ and 184℃. 642 

In Figure 22(a), the mass flow rate m decreases as the inlet temperature Tin increases. In other 643 
words, m increases with inlet subcooling degree. The 2D method overestimates m over the entire 644 
range of Tin. If Tin is lower than 174℃, the 1D method overestimates m. If Tin is higher than 174℃, 645 
the 1D method underpredicts m. 646 

In Figure 22(b), Po obtained by the 3D method increases with Tin if Tin is lower than 164℃. 647 
The 2D method overestimates Po, and the 1D method underpredicts Po. If Tin varies between 144℃ 648 
and 184℃, the deviation between the 1D method and the 3D method is lower than that between the 649 
2D method and the 3D method. 650 

In Figure 22(c), the maximum turbine efficiency η obtained by the 3D method is 9.7% when 651 
Tin is 154℃, and the 2D method overestimates η. If Tin is lower than 174℃, the 1D method 652 
underpredicts η. The deviation of the 1D method reaches the lowest when Tin varies between 174℃ 653 
and 184℃. In Figure 22(d), Xgout increases with Tin and the deviation between the 2D method and 654 
the 3D method is lower than that between the 1D method and the 3D method. At 174℃, the 655 
deviation of the 2D method reaches the lowest value. 656 

  

(a) Mass flow rate (b) Total output power 
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(c) Efficiency (d) Outlet vapour mass fraction 

  

(e) Output power caused by the pressure (f) Output power caused by the friction 

Figure 22 Performance parameters under various working conditions under various inlet temperatures 

In Figure 22(e), Pop obtained by the 2D method agrees with the 3D method, but the 1D method 657 
derives almost constant Pop at various Tin. In Figure 22(f), the 2D method underpredicts Pof and the 658 
1D method overestimates Pof if Tin is lower than 174℃. Pop is determined by the distribution of the 659 
pressure and the geometry of the pressure side and suction side. The pressure distribution on the 660 
pressure side and the suction side obtained by the 1D method is derived by the pressure gradient on 661 
the normal direction. The significant variation of the output power in Figure 22(e) obtained by the 662 
2D/3D method is caused by the non-equilibrium effect on the rotation direction. As illustrated in 663 
Figure 23(a), the pressure distribution on the suction side obtained by the 1D method is deviated 664 
from the pressure obtained by the 1D method while the pressure on the pressure side and the 665 
averaged pressure on cross-sections obtained by the 3D method agree with the 1D method. Because 666 
the pressure on the suction side obtained by the 1D method is derived using the simple radial 667 
equilibrium equation, it indicates that there are strong non-equilibrium effects near the suction side. 668 
As shown in Figure 23(b), the flashing inception point on the suction side is in front of the inception 669 
point on the pressure side, and the vapour layer is much longer on the suction side than the pressure 670 
side. Therefore, due to the non-equilibrium effect of the nucleation, the pressure on the suction side 671 
obtained by the 2D/3D method is much lower than that obtained by the 1D method, and Pop obtained 672 
by the 2D/3D method is deviation from the 1D method as shown in Figure 22(e). 673 
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(a) Pressure distribution (b) Contours of vapour volume fraction at mid-plane 

Figure 23 The pressure distribution and contours of vapour volume fraction at 184℃ 

4.2.4 Inlet vapour volume fraction 674 
The outflow from the wellhead may be subcooled liquid, overheated vapour, and liquid-vapour 675 

mixture. If the two-mixture drives the turbine directly, the influence of the inlet vapour volume 676 
fraction on the performance of the turbine is shown in Figure 24. All other boundary conditions are 677 
the same with design parameters except the inlet temperature and the inlet vapour volume fraction. 678 
The inlet temperature is the saturation temperature. Both the 1D and the 2D method cannot get 679 
converged when the inlet vapour volume fraction is higher than 0.8. 680 

In Figure 24(a), m obtained by the 3D method decreases as αin increases. But the 1D method 681 
predicts almost constant value, and the deviation between the 1D method and the 3D method 682 
increases with αin. The 2D method agrees with the 3D method if αin is lower than 0.6. In Figure 683 
24(b), Po decreases as αin increases if αin is lower than 0.5. The 2D method agrees with the 3D 684 
method if αin is higher than 0.1. The 1D method overestimates the output power. 685 

In Figure 24(c), the turbine efficiency η obtained by the 3D method decreases as αin increases 686 
if αin is lower than 0.5. When αin is higher than 0.7, η increases with αin significantly. The 2D method 687 
agrees with the 3D method if αin is higher than 0.1. In Figure 24(d), Xgout obtained by the 3D method 688 
increases with αin if αin is lower than 0.4. The 1D method underpredicts Xgout, but the 2D method 689 
agrees with the 3D method if αin is lower than 0.7. 690 

As shown in Figure 24(e), Pop obtained by the 3D method decreases as αin increases if αin is 691 
lower than 0.7. The 1D method overestimates Pop, but the 2D method agrees with the 3D method. 692 
In Figure 24(f), Pof obtained by the 3D method varies between -5.5 kW and -7.1 kW. The 2D method 693 
underpredicts Pof, and the 1D method agrees with the 3D method if αin is lower than 0.4. 694 

  

(a) Mass flow rate (b) Total output power 

Vapour volume fraction
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(c) Efficiency (d) Outlet vapour mass fraction 

  

(e) Output power caused by the pressure (f) Output power caused by the friction 

Figure 24 Performance parameters under various working conditions under various inlet volume fractions 

4.3 Integration with the geothermal system 695 
4.3.1 Performance map 696 

The performance of the impeller has been evaluated under various inlet pressures or rotational 697 
speeds in previous sections, and the 1D method agrees well with the 3D method. Boundary 698 
conditions at various rotational speeds and inlet pressures are listed in Table 4. It can be found that 699 
those working conditions are not sufficient to generate the performance map, which represents the 700 
performance of the impeller if both the inlet pressure and the rotational speed are changed. Using 701 
the 3D method, the performance map of the impeller can be evaluated certainly, but it will cost a 702 
mass of computational resources. Using the 1D method can reduce the requirement of computational 703 
effort. However, there is a certain deviation between 1D and 3D method, which increases with the 704 
rotational speed and the inlet pressure in previous sections. 705 

Table 4 Boundary conditions for the two-phase reaction turbine in Section 4.2.1 and 4.2.2 706 
Sections Fixed boundaries Variable boundary 

Section 4.2.1 Design inlet pressure, design inlet temperature, design inlet 

vapour volume fraction, design outlet pressure 

Rotational speed 

Section 4.2.2 Design inlet temperature, design inlet vapour volume 

fraction, design outlet pressure, design rotational speed 

Inlet pressure 

Figure 25(a) shows the performance map using the 1D method and the deviation between 1D 707 
and 3D method under several selected working conditions. The deviation of the mass flow rate can 708 
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be evaluated using Equation (44). 709 

  (44) 710 

If the deviation has been already known, the corrected 1D mass flow rate can be derived as 711 

  (45) 712 

Using the data in Figure 13 and 14, the deviation of the mass flow rate can be fitted using the 713 
following equation 714 

  (46) 715 

with 𝜆/# = −1.047 × 1001 , 𝜆/$ = 3.813 × 1002 , 𝜆/& = −2.752 × 1003 , 𝜆/' = 7.907 ×716 
100' and 𝜆/2 = −0.5711. 717 

The corrected 1D mass flow rate can be evaluated using Equation (45) if the deviation is 718 
replaced with Equation (46). As shown in Figure 25(b), the deviation of the mass flow rate has been 719 
largely reduced. 720 

The same method can also be applied to fit the deviation of the turbine efficiency and Equation 721 
(47) can be derived 722 

  (47) 723 

with 𝜆4# = 1.077 × 1003 , 𝜆4$ = −4.255 × 100' , 𝜆4& = 1.793 × 1003 , 𝜆4' = 6.197 × 1002 724 
and 𝜆42 = 0.1886. The turbine efficiency is defined by Equation (32). 725 

  
(a) Original mass flow rate (b) Corrected mass flow rate 

  
(c) Original turbine efficiency (d) Corrected turbine efficiency 
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(e) Corrected output power (f) Corrected outlet vapour mass fraction 

Figure 25 Original and corrected performance using the 1D method compared with the 3D method 
 

The deviation of the turbine efficiency is shown in Figure 25(c) and (d). The deviation has also 726 
been reduced remarkably when the rotational speed is 1320 rpm and 2200 rpm. But there is still a 727 
certain deviation when the rotational speed is 3080 rpm, and the inlet pressure is 1300 kPa. 728 

The output power can be corrected by making use of the corrected mass flow rate and the 729 
turbine efficiency using Equation (48). The corrected output power is illustrated in Figure 25(e). 730 

  (48) 731 

The outlet vapour mass fraction can also be corrected using the same method as the corrected mass 732 
flow. The deviation of the outlet vapour mass fraction between 1D and 3D method is fitted using 733 
Equation (49). The corrected outlet vapour mass fraction is illustrated in Figure 25(f). 734 

  (49) 735 

with 𝜆5# = 5.911 × 1001 , 𝜆5$ = −8.381 × 1002 , 𝜆5& = −5.804 × 1006 , 𝜆5' = −2.055 ×736 
100' and 𝜆52 = 0.6104. 737 

Using the above-corrected mass flow rate and the corrected turbine efficiency, the performance 738 
map can be derived as shown in Figure 26. The turbine efficiency increases with mass flow and inlet 739 
pressure. It should be noted that the high mass flow rate should be achieved under high rotational 740 
speed. 741 

 742 
Figure 26 The performance map of the impeller 743 
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4.3.2 Influence of system parameters on the two-phase reaction turbine 744 
Operation parameters of the geothermal system affects considerably the performance of the 745 

turbine. The mass flow rate of ‘LA-8’ [44,67] under various inlet pressure is illustrated in Figure 27. 746 

 747 
Figure 27 Mass flow rate of ‘LA-8’ under various inlet pressures [44,67] 748 

The relationship between the inlet pressure and the mass flow rate can be fitted using Equation (50). 749 

  (50) 750 

with 𝜁# = −0.003031, 𝜁$ = 0.7839, 𝜁& = 1255 and 𝜁' = −0.01324. 751 
Two impellers are used in a two-phase turbine to match the requirement of the mass flow rate. 752 

A series of points can be derived if the curve of ‘LA-8’ and the performance map is drawn in a 753 
common figure, as shown in Figure 28(a). Intersection points are working conditions for various 754 
rotational speeds. The inlet pressure increases as the rotational speed decreases. The mass flow rate 755 
decreases with rotational speed. As shown in Figure 28(b), the turbine efficiency under these 756 
working conditions increases from 5.3% to 16.3% with mass flow rate as well as the rotational speed. 757 
The output power increases from 10.6 kW to 34.8 kW with the mass flow rate. However, the outlet 758 
vapour mass fraction decreases from 0.082 to 0.075. The reduction of the vapour at the outlet 759 
decreases the production of the freshwater. Therefore, there should be a balance between the output 760 
power and the quantity of the freshwater. 761 

 762 

2 4
1 3

m mP e ez zz z= +
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(a) Inlet pressure 763 

 764 
(b) Efficiency, output power and outlet vapour mass fraction 765 

Figure 28 Performance of the turbine under the wellhead condition 766 
For a given inlet pressure, the performance of the turbine can also be varied using different 767 

subcooling degrees at the inlet of the turbine. When the inlet temperature of the turbine decreases, 768 
the subcooling degree increases, the mass flow rate increases, the turbine efficiency increases if the 769 
inlet temperature is higher than 154℃, the output power decreases if the inlet temperature is lower 770 
than 164℃, and the outlet vapour mass fraction decreases as shown in Figure 22. For the given inlet 771 
pressure, if the mass flow rate is higher than the required value by the system, the rotational speed 772 
of the turbine should be decreased as illustrated in Figure 28(a), the turbine efficiency and the output 773 
power decrease, and the outlet vapour mass fraction increases as shown in Figure 20(b). In 774 
conclusion, the increases of the subcooling degree cause a reduction in the turbine efficiency, output 775 
power and rotational speed. 776 

The increases of the inlet subcooling degree cause a reduction in the outlet vapour mass fraction, 777 
while the reduction of the rotational speed may increase of the outlet vapour mass fraction. There is 778 
no benefit in terms of the turbine efficiency, the output power and the production of the freshwater 779 
if the subcooling degree increases. But it should be noted that the reduction of the turbine efficiency 780 
and the output power is almost constant if the subcooling degrees is varied within 20℃ as shown in 781 
Figure 22. In terms of the design and operation, a certain subcooling degree brings benefits. For 782 
example, if the saturation liquid flows into the turbine, the flashing may be triggered by the geometry 783 
of the inlet section and not controlled by the cross-sectional area of the channel. The subcooling 784 
liquid at the inlet section of the channel will make the design process much simpler than the 785 
saturation liquid. Meanwhile, the flashing triggered by the geometry of the inlet section may be 786 
highly unsteady and induces severe vibration to the shaft. Therefore, a certain subcooling degree is 787 
beneficial to the design and the operation of the turbine. 788 

The inflow of the turbine may also be the two-phase mixture. As shown in Figure 24, the 789 
increase of the inlet vapour volume fraction brings the reduction of the mass flow rate and the output 790 
power if the inlet vapour volume fraction is lower than 0.5. If the vapour volume fraction of the 791 
outflow from the well head increases and the mass flow rate remains constant, the rotational speed 792 
increases, the turbine efficiency increases and the outlet vapour mass fraction increases. The 793 
reduction of the flow rate may be beyond the ability to adjust rotational speed. 794 
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4.4 Flow details in the channel 795 
4.4.1 Distribution of averaged flow parameters 796 

The three models can be further compared on flow details in the channel. The distribution of 797 
flow parameters can reflect the average flow in the channel. The pressure in Figure 29(a) is along 798 
the pressure line and suction line which are intersection curves between the pressure side/suction 799 
side and the plane z=0. The pressure distribution of 2D simulation agrees well with the 3D 800 
simulation, so Pop in 2D is consistent with 3D results. There is sharp turning in 2D and 3D 801 
distribution, but the pressure decreases gradually in 1D results. The disagreement near the entrance 802 
of the channel between 1D and 2D/3D is caused by the incidence of the inflow. The distribution of 803 
the vapour volume fraction is along the center line of the channel as shown in Figure 29(b). Good 804 
agreement throughout the channel indicates that 1D vapour volume fraction can represent the 805 
averaged distribution in 2D and 3D channels, although the phase-changing in 2D and 3D is non-806 
equilibrium. As shown in Figure 29(c), the peak interphase mass transfer rate is 4120 kg/m3s for 3D 807 
at Rcl=106.7 mm, while the 1D peak value is higher than the 3D value. The position of the peak 808 
value is at the downstream of the throat. The vapour mass fraction shows certain disagreement after 809 
the peak value of the interphase mass transfer rate as illustrated in Figure 29(d). 810 

  
(a) Pressure (b) Vapour volume fraction 

  
(c) Interphase mass transfer rate (d) Vapour mass fraction 

Figure 29 Distribution of the pressure and the vapour volume fraction 

4.4.2 Three-dimensional internal flow 811 
The internal flow in the rotational channel is three dimensional and related to Rossby number 812 

and Eckman number, which is explained by Greitzer et al.[68]. However, in the 1D method, the flow 813 
is assumed to be uniform in cross-sections of the channel, and the flow is only along the center line. 814 
In the 2D method, the flow has the circumferential component and the component along the center 815 
line. In the 3D method, the flow has the spanwise component besides the other two components. 816 
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Although the distribution of the averaged vapour volume fraction agrees well among the three 817 
methods, there is significant non-homogenous flashing phenomenon in the channel as shown in 818 
Figure 30. In the 1D result, the vapour increases gradually near the throat of the channel, and the 819 
contours are normal to the flow direction, as illustrated in Figure 30(a). In the 3D result, the vapour 820 
is generated from the walls of the channel into the center, as shown in Figure 30(c). It also indicates 821 
that the liquid tends to concentrate near the pressure side due to the centrifugal force since the vapour 822 
volume fraction near the pressure side is much lower than the suction side near the throat. Since the 823 
2D result has good agreement with the 3D result, it can be concluded that the 2D method can 824 
illustrate the attachment of the liquid which cannot be predicted by the 1D method as illustrated in 825 
Figure 30(b). 826 

 
(a) 1D 

 
(b) 2D 

 
(c) 3D 

Figure 30 Contours of vapour volume fraction in the plane z=0 mm 

Four cross-sections are cut inside the channel as shown in Figure 31(a). The flashing starts near 827 
Rcl=83.0 mm (Plane 1), which is at the upstream of the throat (Plane 2). The maximum interphase 828 
mass transfer rate in Figure 29(c) locates at Plane 3. After Plane 4, the flashing process has been 829 
fully developed, since the vapour volume fraction is over 0.986. In Figure 31(b), the flashing starts 830 
near the corners of the four walls. Relative velocity vectors illustrate that there is recirculation in 831 
the spanwise direction. In Figure 31(c), the flashing has been further developed near the walls. In 832 
Figure 31(d), the vapour has fully covered all walls and the flashing develops from walls into the 833 
middle of the channel. In Figure 31(e), there is liquid attached on the pressure side due to the 834 
centrifugal force, although the flashing has been fully developed. 835 



36 
 

 
(a) Planes in the channel 

  
(b) Plane 1 (c) Plane 2 

  
(d) Plane 3 (e) Plane 4 

Figure 31 Contours of vapour volume fraction and vectors of the mixture velocity 
The mixture velocity is defined by  

The accuracy, applicability, and computational time of the three methods are summarized in 836 
Table 5. The 1D method can predict the mass flow rate and output power rapidly, and it can obtain 837 
accurate performance results under various rotational speeds and inlet pressures. The 2D method 838 
can derive the outlet vapour mass fraction and the output power caused by the pressure with high 839 
accuracy in a medium computational time, and it can reflect the non-uniform flow in the direction 840 
of rotation. However, the 2D method overestimates the flow rate and cannot reflect the wall effects 841 
of the top side and the bottom side. Although the 3D method can obtain the detailed flow field, it 842 
takes a lot of computational time. 843 

Table 5 Advantages and disadvantages of different methods 844 

Plane 1:
Flashing inception

Plane 2:
Throat

Plane 3:
Maximum interphase
mass transfer rate

Plane 4:
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Method Advantages Disadvantages 

1D method 1. Low time cost 

2. High accuracy in predicting m, Po, η 

and Pof 

1. Low accuracy under various Tin and Qin 

2. Po is evaluated by using the simple radial 

equilibrium 

3. The accuracy of predicting Pof is constrained 

by the empirical model of the fictional two-

phase pressure reduction 

2D method 1. Medium time cost 

2. High accuracy in predicting Xgout and 

Pop 

3. Reflect the non-uniform flow in the 

rotational direction 

1. Low accuracy in predicting m, Po and Pof 

2. Cannot reflect wall effects of the top side and 

bottom side 

3. Cannot be applied under the low inlet pressure 

working condition 

3D method 1. High accuracy 1. Large time cost 

5 Conclusion 845 

The paper presents three performance evaluation methods and are applied to the two-phase 846 
reaction turbine for total flow geothermal systems under various working conditions. Influences of 847 
various operating factors of the system on the performance are examined and the flow details in the 848 
impeller channels are clarified. The following conclusions are made: 849 

(1) The 1D, 2D and 3D methods and the algorithm for the 1D method are proposed based on 850 
conservation equations and closure models of the two-phase flow. The three methods are 851 
validated with the experimental results at various rotational speeds. The 1D method takes 852 
less than 15 CPU minutes, the 2D method costs about 20 CPU hours, and the 3D method 853 
needs more than 1500 CPU hours.  854 

(2) The 1D method agrees well with the 3D method under various rotational speeds and inlet 855 
pressures. The output power caused by the pressure obtained by the 2D method agrees 856 
with the 3D method, but the 2D method neglects friction loss on the top side and the bottom 857 
side. 858 

(3) A performance map of the turbine is generated using the corrected deviation between the 859 
1D and 3D methods. The influence of system parameters on the performance of the turbine 860 
has been investigated using the performance map. A certain subcooling degree is beneficial 861 
for the design and the operation of the turbine. 862 

(4) The flow parameters along the channel evaluated by the 1D method agree with the average 863 
3D flow in the channel. The 2D method can evaluate the nonuniform characteristic in the 864 
rotational direction, for example, the attachment of the liquid on the pressure side and the 865 
suction side. 866 

(5) The 1D method is an effective tool for fast evaluation of the performance map. The 2D 867 
method can provide more detail flow information especially the nonuniform flow in the 868 
rotational direction. The 3D method can fully illustrate the 3D flow and the performance 869 
of the turbine. But it also requires a huge number of computational resources and time. 870 
The presented 1D, 2D and 3D evaluation of the two-phase turbine can be applied to the 871 
geothermal system, but also the other systems including oil production, refrigeration, 872 
seawater desalination, and so on.  873 
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Nomenclature 881 

A Area 

𝐴!/ Interfacial area density 

CD Drag coefficient 

Cp Specific heat capacity at constant pressure 

D Bubble diameter 

F Force 

hint Heat transfer coefficient between liquid and vapour 

H Enthalpy 

I Rothalpy 

JaT Jakob number 

k Turbulence kinetic energy 

L Length 

La Laplace number 

m Mass flow rate 

N Rotational speed 

Nu Nusselt number 

P Pressure 

Pe Peclet number 

Po Output power 

Pof Output power caused by the friction 

Pop Output power caused by the pressure 

R Radius 

Re Reynold number 

T Temperature 

To Torque 

U Circumferential speed 

V Absolute velocity 

W Relative velocity 

x, y, z Cartesian coordinate axes 

Xg Vapour mass fraction 

Greek Symbols 882 
α Vapour volume fraction 

γ Relative flow angle 
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η Efficiency 

υ Kinetic viscosity 

ρ Density 

λ Fitting coefficient 

ϕ Arbitrary parameter 

Φ Two-phase frictional pressure reduction factor 

ω Dissipation of turbulent energy 

Superscripts 883 
BS Bottom side 

CL Center line 

d Drag 

ex External 

g Gravity 

in Inlet 

int Interphase 

out Outlet 

PS Pressure side 

sat Saturation 

SS Suction side 

t Turbulence 

TS Top side 

Subscripts 884 
f Friction 

i Node index 

l Liquid 

v Vapour 
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