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#### Abstract

The availability and evolution of chemical agents play an important role in the growth of a tumour and, therefore, the mathematical description of their consumption is of special interest. Usually, Fick's law of diffusion is adopted for describing the local character of the evolution of chemicals. However, in a highly complex, heterogeneous medium, as is a tumour, the progression of chemical species could be influenced by non-local interactions. In this respect, our goal is to investigate the influence of such type of diffusion on the growth of a tumour in avascular stage. For our purposes, we consider a diffusion equation for the evolution of the chemical agents that accounts for the existence of non-local interactions in a non-Fickean manner, and that involves notions of Fractional Calculus. In particular, the introduction of derivatives or integrals of fractional type of order $\alpha \in \mathbb{R}$ has proven to be an effective mathematical tool in the description of various non-local phenomena. To achieve our goals, we adopt part of the modelling assumptions outlined in previous works of the authors, in which the growth of a tumour is described in terms of mass transfer among the tumour's constituents and structural changes that occur in the tumour itself in response to growth. The latter ones are characterised by means of the Bilby-Kröner-Lee decomposition of the deformation gradient tensor. We perform numerical simulations, whose results indicate the relevance of embracing a fractional framework in modelling tumour growth. Specifically, the real parameter $\alpha$ "dominates" the way in which the tumour grows, since it permits to model a variety of growth patterns ranging from the standard growth to no growth at all.
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## 1 Introduction

For several years now, the scientific literature has experienced an important increase in the mathematical modelling of tumour growth (see e.g. [20, 14, 6, 64, 100, 78, 7, 107, 66, 97, 65] and the references therein). However, there is still the necessity for understanding the connections among the different processes of chemical, biological and/or mechanical nature that take place at different time and length scales and influence the evolution of a tumour.

From the mechanical perspective, the growth of a tumour is closely related to the appearance of transformations of its internal structure that arise in response to mass changes, which may be driven by its chemo-mechanical environment and coexist with the visible deformation of the tumour itself [39, 32, 95]. A relevant aspect of this phenomenology is that the structural transformations are often accompanied by the production of residual stresses [98, 73, [52, 28, 101. In this respect, we mention the series of experiments conducted by Stylianopoulos et al. 110] on tumour spheroids, which indicate the existence of an incompatible, stress-free state for such systems and, thus, suggest to interpret growth in terms of inelastic distortions in addition to mere changes of shape. This conclusion permits to invoke the Bilby-Kröner-Lee (BKL) multiplicative decomposition of the deformation gradient tensor [85, 52, 102]. As long as volumetric growth is concerned and, as in the case of the present work, no other types of structural transformations are accounted for, the BKL decomposition reduces to decomposing the deformation gradient tensor into two contributions. One is related to the changes of the tissue's internal structure due to the gain or loss of mass, and the other one to distortions of purely elastic nature (note that, here and in the sequel, we shall use the terms "tumour" and "tissue" interchangeably). We refer to the works [102, 52, 94, 27, 101, 56, and to the references therein, for a more complete discussion on the BKL multiplicative decomposition.

It is worth noting that, although the inelastic distortions accompanying growth play an important role on its evolution [61, [6, 4, 51, 80], which may also be partially self-driven [41, 101], it is clear that the growth of a tumour is strongly conditioned by the presence of chemical agents of various nature, such as nutrients. Therefore, in order to elaborate a model of tumour growth, it is crucial to be able to model the evolution of chemical substances. Fick's law of diffusion is largely adopted for this purpose, even though it has often turned out to be inconsistent with the results of some observed transport processes [48, 21, 31, which are thus referred to as non-Fickean. In fact, non-Fickean diffusion processes have been recognised in several biological tissues, including cells [48, [31], neuromuscular junctions [74] and brain tissue [21], among others. In particular, the experiments conducted by Danyuo et al. [34] suggest that cancer drug release kinetics in breast cancer is non-Fickean.

A common characteristic of the occurrence of non-Fickean patterns, as suggested in several works [70, 84, 48, 67, 45], is the multi-scale and heterogeneous nature of the environment in which diffusion takes place. Specifically, Lacks [74] shows that geometric factors, such as tortuosity, could cause the diffusion processes occurring in a neuromuscular junction to be non-Fickean. Within this view, in the case of a tumour, although to our knowledge there is no experimental evidence that correlates non-Fickean diffusion with its internal structure, its microvascular network is known to have a strong influence on transport phenomena. In fact, this issue has been discussed in several papers, like e.g. [69, 90] and references therein.

In general, non-Fickean behaviours can be gathered in two categories:
(i) non-locality in time, which associates the mass flux of a given chemical agent with the concentration gradient of that agent through an integro-differential relationship, such as, for
example, those involving fractional time derivatives or fractional time integrals [9];
(ii) non-locality in space, which means that the mass flux vector of a species cannot be expressed as a point-wise linear function of the concentration gradient, as Fick's law would prescribe.

In this work, we focus on the second type of non-locality, and we are interested in quantifying the spatial influence of the mass flux at a given point on "distant" points of a body. However, it is important to recall that non-locality is a broad notion [43, 47], which covers a wide spectrum of phenomena, from transport processes [44] to plasticity [2, 57] or visco-elasticity [10, 37], and depends on the intrinsic structure of the system to which it is referred and/or on its response to long-range stimuli. Moreover, non-locality can be introduced in different ways, e.g., by having recourse to higher-order gradient theories, as is the case for plasticity [2, [57, [109], or by assigning constitutive laws that feature integro-differential operators [72, 43]. In particular, the employment of integrals and derivatives of fractional order [92, 9, 12] has demonstrated to be an effective method in the description of various non-local phenomena [11, [18, 22, including non-Fickean diffusion [26, 82, 35, 86]. As pointed out in [35], the introduction of Fractional Calculus allows for the description of non-Fickean transport processes in a natural way, because of their close connection with the concept of anomalous diffusion [84].

Before going further, we notice that in the literature there exist other non-Fickean diffusion laws that, however, do not rely on the assumption of non-local effects. In particular, the MaxwellStefan model [71], which generalises Fick's diffusion by the consideration of "thermodynamic nonidealities" 1 and "influence of external force fields", has been postulated in the study of porous media and tumour growth 68.

### 1.1 Aim and novelties of our work

In the present work, on the basis of the indications given above, our aim is to highlight and study the influence of the non-local character of diffusion processes that could be acting in an avascular tumour. To accomplish this task, we propose a potentially new constitutive relationship of fractional type for the mass flux vector. Consequently, we refer only to fractional operators in space, so that the model is non-local in space but local in time. In our formulation, the mass flux vector of the chemical species, evaluated at a given spatial point, is put in relation, through an integral operator, to the concentration gradient of that species, evaluated at all other points of the region of space occupied by the tumour. This leads to a generalisation of Fick's law that can be related to Fractional Calculus in a straightforward manner. In particular, this connection will become evident in the specification of the mass flux vector for the study of a benchmark problem (see Section "Definition of the non-locality function").

For our purposes, we adopt part of the modelling assumptions outlined in [80, 101, 56, 91]. Specifically, we study the tumour as a mixture comprising a fluid phase and a solid phase, and we identify its growth with the gain or loss of mass of the solid phase at the expenses or advantage of the fluid one. In particular, the model we employ predicts the gain of mass for a sufficiently high

[^0]concentration of chemical agents (in fact, nutrients) and the loss of mass when the concentration of these falls below a certain threshold [81, 80]. Moreover, in the case of mass uptake of the solid phase, the model accounts for mechanotransduction [81, 80, 50, 56], thereby allowing a modulation of growth by means of stress [81, 80], whereas both for positive and for negative growth, the onset of structural transformations and their related inelastic distortions are considered. In the remainder of this work, we address only the most pertinent considerations and equations, while we refer the Reader to 80, 101, 91 for further details.

Before going further, we find it convenient to highlight the main novelties of our work, which can be summarised as follows:

1. Impact of non-local diffusion on tumour growth. With respect to [80, 101, 56, 91, we study the diffusion of the chemical agents in a growing tumour by hypothesising a non-local constitutive law for the diffusive mass flux vector. This is done with the purpose of weighing how and to which extent the deviation of non-local diffusion from the Fickean one impacts on the main descriptors of the tumour's evolution.
2. Evolving non-locality driven by the tumour's dynamics. The model that we are proposing requires to solve a type of non-locality that changes with the dynamics of the tumour through its motion and growth. To the best of our knowledge, this is a generalisation of a setting adopted in several papers (see e.g. [35, 63, 105,75$]$ ), where the non-locality is accounted for in advection-diffusion equations without considering the deformation or structural change of the media in which such equations are defined.
3. Non-locality and non-linearity. The core of our work is the equation governing the evolution of chemical agents. This is given by an advection-diffusion-reaction equation featuring a fractional diffusive mass flux vector and a non-linear reaction term. We solve this equation together with all the other balance laws, expressed by non-linear partial differential equations, that model the tumour and its growth. Therefore, we solve a system of equations in which non-linearity combines with non-locality. To us, this is a novelty because, to the best of our knowledge, papers on Fractional Calculus usually solve one equation in conjunction with a fractional constitutive law. Furthermore, the nature of the problem we are tackling makes it impossible to have recourse to solution techniques based on Fourier and Laplace transforms, which are standard for problems of Fractional Calculus that are linear and/or formulated in unbounded domains. In our case, however, this assumption would be physically unrealistic and we have, thus, to turn to numerical techniques, such as Finite Element (FE) methods.

We point out that the study of fractional diffusion in bounded domains is delicate because of the complexity of the numerics involving operators of fractional type. Nevertheless, in the literature there exist some works dealing with fractional diffusion equations on bounded domains. The majority of these works employ finite-difference Grünwald-Letnikov discretisation schemes (see e.g. [88, 76, 36, [83]), and there also exist studies in which FE methods have been used for solving equations of fractional type [99, 63, 49, 44]. However, to the best of our knowledge, there is still a lack of studies addressing in detail the numerical issues arising in the context of fractional differential equations within a non-linear mechanical framework.

We also mention that, in this work, we suggest a possible way of formulating non-local diffusion on manifolds by adapting the definition of convolution on manifolds given in [106]. Originally, we encountered the necessity of expressing convolution in the non-Euclidean context because we aimed
at writing our model in fully covariant formalism as a first step towards non-Euclidean settings. However, we faced some technical difficulties, which made us opt, for the time being, to give just a sketch of the generalisation of non-local diffusion on manifolds. For this reason, we summarised the main steps of our generalisation in Appendix A1. Note that Meerschaert et al. [82] did consider diffusion-like problems on manifolds but within a different framework.

Finally, we would like to point out that, throughout this work, the terminologies "mass fraction" and "concentration" will be often used interchangeably, and the spatial and temporal dependence of the variables are dropped out, unless there is a necessity to account for the non-local character of the problem, where this dependence is explicitly specified.

## 2 Kinematics

Let $\mathscr{S}$ be the three-dimensional Euclidean space, $\mathscr{T}$ an interval of time, and $\mathscr{B} \subset \mathscr{S}$ the reference placement of the mechanical system representing an avascular tumour, in which the tumour may, or may not, be free of stress. In particular, we consider that the tumour is a saturated mixture comprising a solid and a fluid phase. Moreover, the region of $\mathscr{S}$ occupied by the system at time $t \in \mathscr{T}$ is referred to as current configuration and is denoted by $\mathscr{B}_{t} \equiv \chi(\mathscr{B}, t)$, where $\chi(\cdot, t): \mathscr{B} \rightarrow \mathscr{S}$ describes the motion of the solid phase (for the mixture kinematics, we follow here the same approach as the one adopted in [33). Then, a point $x \in \mathscr{B}_{t}$ is given by $x=\chi(X, t)$, with $X \in \mathscr{B}$ and $t \in \mathscr{T}$. By differentiating the motion $\chi$ with respect to $X$, we obtain the deformation gradient tensor, $\boldsymbol{F}$, defined as the tangent map of $\chi$, i.e., $\boldsymbol{F}(\cdot, t) \equiv T \chi(\cdot, t): T \mathscr{B} \rightarrow T \mathscr{S}$, with $T \mathscr{B}=\sqcup_{X \in \mathscr{B}} T_{X} \mathscr{B}$ and $T \mathscr{S}=\sqcup_{x \in \mathscr{S}} T_{x} \mathscr{S}$. Thus, tensor $\boldsymbol{F}(X, t)$ characterises the visible deformations of the system by mapping vectors of the tangent space $T_{X} \mathscr{B}$ into the tangent space $T_{x} \mathscr{S}$

We also introduce the spatial volumetric fractions of the solid and the fluid phases, given by $\varphi_{\mathrm{s}}(x, t)$ and $\varphi_{\mathrm{f}}(x, t)$, respectively. Then, we define the apparent mass densities, $\varphi_{\mathrm{s}}(x, t) \varrho_{\mathrm{s}}(x, t)$ and $\varphi_{\mathrm{f}}(x, t) \varrho_{\mathrm{f}}(x, t)$, of the solid and of the fluid, where $\varrho_{\mathrm{s}}(x, t)$ and $\varrho_{\mathrm{f}}(x, t)$ represent the true mass densities of the solid and the fluid phase, respectively. We notice that the apparent mass densities express, in each case, the phase mass per unit volume of the mixture as a whole, whereas each true mass density is the inherent density of the corresponding phase. Furthermore, the saturation of the mixture implies that $\varphi_{\mathrm{s}}(x, t)+\varphi_{\mathrm{f}}(x, t)=1$, for all $x \in \mathscr{B}_{t}$ and $t \in \mathscr{T}$.

The velocity of the mixture is $\boldsymbol{v}(x, t):=\sum_{\mathbf{k} \in\{\mathrm{s}, \mathrm{f}\}} \varphi_{\mathrm{k}}(x, t) \varrho_{\mathrm{k}}(x, t) \boldsymbol{v}_{\mathrm{k}}(x, t) / \varrho(x, t)$, where $\boldsymbol{v}_{\mathrm{s}}(x, t)$ and $\boldsymbol{v}_{\mathrm{f}}(x, t)$ denote the velocities of the solid and the fluid phases, respectively, and $\varrho(x, t):=$ $\sum_{\mathrm{k} \in\{\mathrm{s}, \mathrm{f}\}} \varphi_{\mathrm{k}}(x, t) \varrho_{\mathrm{k}}(x, t)$ is the mass density of the mixture as a whole. We notice that, by introducing the solid phase velocity $\boldsymbol{V}_{\mathrm{s}}(X, t):=\dot{\chi}(X, t)$, where the "dot" symbol denotes differentiation with respect to time, the relationship $\boldsymbol{v}_{\mathrm{s}}(x, t)=\boldsymbol{v}_{\mathrm{s}}(\chi(X, t), t)=\boldsymbol{V}_{\mathrm{s}}(X, t)$ holds true for all $X \in \mathscr{B}$ and $t \in \mathscr{T}$. Furthermore, since the tumour under study is assumed to be a mixture also in $\mathscr{B}$, the solid and the fluid coexist at every point $X \in \mathscr{B}$. This situation implies that any point $x$ in the fluid phase can be also viewed as the image of $X$ through the motion $\chi$ and, consequently, $\boldsymbol{v}_{\mathrm{f}}(x, t)=\boldsymbol{v}_{\mathrm{f}}(\chi(X, t), t)=\boldsymbol{V}_{\mathrm{f}}(X, t)$.

### 2.1 Kinematics of growth

As suggested in several works, see e.g. [46, 110] and references therein, a relevant aspect in the growth of a tumour is the manifestation of irreversible changes of its internal structure. To take this aspect into account, we employ some concepts taken from the theory of inelastic processes. Specifically, for characterising the growth of the tissue under study, we invoke the Bilby-Kröner-Lee (BKL) decomposition of the deformation gradient tensor [85, [27, 102, 98, [52], i.e.,

$$
\begin{equation*}
\boldsymbol{F}=\boldsymbol{F}_{\mathrm{e}} \boldsymbol{F}_{\gamma} \tag{1}
\end{equation*}
$$

where the generally non-integrable tensor fields $\boldsymbol{F}_{\mathrm{e}}$ and $\boldsymbol{F}_{\gamma}$ describe the elastic accommodation of the tumour and the inelastic distortions induced by growth, respectively. We denote by $\mathscr{N}_{t}(X)$ the natural state of the body element of the tumour's solid phase associated with $X$, and we let it represent a stress-free state. We refer to the tensor $\boldsymbol{F}_{\gamma}(X, t): T_{X} \mathscr{B} \rightarrow \mathscr{N}_{t}(X)$ as growth tensor and we assume that it comprehends the structural transformations undergone by the tumour in the course of its evolution. Then, the accommodating elastic tensor $\boldsymbol{F}_{\mathrm{e}}(X, t)$ maps vectors of $\mathscr{N}_{t}(X)$ into vectors of $T_{x} \mathscr{S}$. We refer to the works [102, [52, 294, 27, 101, 56], and references therein, for a more complete discussion on the nature and generalisation of the multiplicative decomposition in Equation (11).

In particular, following [80, 101, [56], in the present work we contemplate the case in which the growth tensor is a pure dilatation, that is, we impose $\boldsymbol{F}_{\gamma}=\gamma \boldsymbol{I}$, where $\gamma>0$ is referred to as growth parameter and $\boldsymbol{I}$ is the second-order identity tensor.

## 3 Balance laws

By adopting the modelling assumptions made in [80, 101, [56, we consider that the fluid phase is constituted by chemical agents and "water", with mass fractions $c_{\mathrm{a}}$ and $c_{\mathrm{w}}$, respectively, and such that $c_{\mathrm{a}}+c_{\mathrm{w}}=1$. Furthermore, we hypothesise the solid phase to consist of two type of cells, i.e., the proliferating cells, with mass fraction $c_{\mathrm{p}}$, and the necrotic cells, with mass fraction $c_{\mathrm{n}}$, where $c_{\mathrm{p}}+c_{\mathrm{n}}=1$.

### 3.1 Mass balance laws

The mass balance laws for the gain and loss of mass of the proliferating and the necrotic cells, and for the mass fraction of the chemical species and the fluid phase as a whole are

$$
\begin{align*}
& \partial_{t}\left(\varphi_{\mathrm{s}} \varrho_{\mathrm{s}} c_{\mathrm{p}}\right)+\operatorname{div}\left(\varphi_{\mathrm{s}} \varrho_{\mathrm{s}} c_{\mathrm{p}} \boldsymbol{v}_{\mathrm{s}}\right)=r_{\mathrm{pn}}+r_{\mathrm{fp}},  \tag{2a}\\
& \partial_{t}\left(\varphi_{\mathrm{s}} \varrho_{\mathrm{s}} c_{\mathrm{n}}\right)+\operatorname{div}\left(\varphi_{\mathrm{s}} \varrho_{\mathrm{s}} c_{\mathrm{n}} \boldsymbol{v}_{\mathrm{s}}\right)=r_{\mathrm{nf}}-r_{\mathrm{pn}},  \tag{2b}\\
& \partial_{t}\left(\varphi_{\mathrm{f}} \varrho_{\mathrm{f}} c_{\mathrm{a}}\right)+\operatorname{div}\left(\varphi_{\mathrm{f}} \varrho_{\mathrm{f}} c_{\mathrm{a}} \boldsymbol{v}_{\mathrm{f}}+\boldsymbol{y}_{\alpha}\right)=r_{\mathrm{ap}},  \tag{2c}\\
& \partial_{t}\left(\varphi_{\mathrm{f}} \varrho_{\mathrm{f}}\right)+\operatorname{div}\left(\varphi_{\mathrm{f}} \varrho_{\mathrm{f}} \boldsymbol{v}_{\mathrm{f}}\right)=-r_{\mathrm{s}}, \tag{2d}
\end{align*}
$$

where $r_{\mathrm{pn}}, r_{\mathrm{fp}}, r_{\mathrm{nf}}$ and $r_{\mathrm{ap}}$ denote rates of mass intake and/or reduction [80, 101, [56]. Specifically, they represent the rate at which the proliferating cells turn into necrotic ( $r_{\mathrm{pn}}$ ), the mass from the fluid phase that promotes the proliferation of cells $\left(r_{\mathrm{fp}}\right)$, the necrotic cells that dissolve into the fluid $\left(r_{\mathrm{nf}}\right)$, and the chemical agents that are depleted by the proliferating cells $\left(r_{\mathrm{ap}}\right)$. Moreover,
$r_{\mathrm{s}}:=r_{\mathrm{fp}}+r_{\mathrm{nf}}$ is the global source/sink of mass of the solid phase as a whole. Particularly, in writing Equations (2a) and (2b), we have enforced the consideration that the two cell populations move at the same velocity $\boldsymbol{v}_{\mathrm{s}}$. In Equation (2c), the term $\boldsymbol{y}_{\alpha}$ corresponds to the mass flux vector of the chemical agents, and since the focus of this work is subordinate to its definition, we prefer to make a deeper analysis of its characterisation and physical meaning in a separate section.

By enforcing that the tissue's cells are mainly composed by water [19, 80, 51], the true mass density of the solid phase, $\varrho_{s}$, can be regarded as constant and equal to the true mass density of the fluid phase, $\varrho_{\mathrm{f}}$, which is set to be equal to the density of water. Thus, by taking into account the saturation constraint and the BKL decomposition in Equation (1), Equations (2a)-(2d), written with respect to the reference configuration, become

$$
\begin{align*}
& \dot{\mathfrak{c}}_{\mathrm{p}}=\left[R_{\mathrm{pn}}+R_{\mathrm{fp}}-R_{\mathrm{s}} \mathfrak{c}_{\mathrm{p}}\right]\left[J_{\gamma} \Phi_{\mathrm{s} \nu} \varrho_{\mathrm{s}}\right]^{-1}  \tag{3a}\\
& \frac{\dot{\gamma}}{\gamma}=\left[R_{\mathrm{fp}}+R_{\mathrm{nf}}\right]\left[3 \varrho_{\mathrm{s}} \Phi_{\mathrm{s} \nu} J_{\gamma}\right]^{-1}  \tag{3b}\\
& \varrho_{\mathrm{f}}\left[J-J_{\gamma} \Phi_{\mathrm{s} \nu}\right] \dot{\mathfrak{c}}_{\mathrm{a}}+\varrho_{\mathrm{f}} \boldsymbol{Q} \operatorname{Grad} \mathfrak{c}_{\mathrm{a}}+\operatorname{Div} \boldsymbol{Y}_{\alpha}=\mathfrak{c}_{\mathrm{a}} R_{\mathrm{s}}+R_{\mathrm{ap}}  \tag{3c}\\
& \operatorname{Div} \boldsymbol{Q}+\dot{J}=0, \tag{3d}
\end{align*}
$$

where the material filtration velocity $\boldsymbol{Q}$, the material mass flux vector of the chemical agents $\boldsymbol{Y}_{\alpha}$, the mass fractions $\mathfrak{c}_{\mathrm{a}}$ and $\mathfrak{c}_{\mathrm{p}}$, and the material sources/sinks of mass featuring in Equations (3a)-(3d) are given by

$$
\begin{array}{rlrl}
\boldsymbol{Q}(X, t) & :=J(X, t) \boldsymbol{q}(\chi(X, t), t) \boldsymbol{F}^{-\mathrm{T}}(X, t), & & \\
\boldsymbol{Y}_{\alpha}(X, t) & :=J(X, t) \boldsymbol{y}_{\alpha}(\chi(X, t), t) \boldsymbol{F}^{-\mathrm{T}}(X, t), & & \\
\mathfrak{c}_{\mathrm{k}}(X, t) & :=c_{\mathrm{k}}(\chi(X, t), t), & \mathrm{k} \in\{\mathrm{a}, \mathrm{p}\} \\
R_{\beta}(X, t) & :=J(X, t) r_{\beta}(\chi(X, t), t), & \beta \in\{\mathrm{pn}, \mathrm{fp}, \mathrm{nf}, \mathrm{ap}, \mathrm{~s}\}, \tag{4~d}
\end{array}
$$

with $\boldsymbol{q}=\varphi_{\mathrm{f}}\left[\boldsymbol{v}_{\mathrm{f}}-\boldsymbol{v}_{\mathrm{s}}\right]$. We note that, in writing Equations (3a)-(3d), the material volumetric fractions $\Phi_{\mathrm{s}}(X, t):=J(X, t) \varphi_{\mathrm{s}}(\chi(X, t), t)$ and $\Phi_{\mathrm{f}}(X, t):=J(X, t) \varphi_{\mathrm{f}}(\chi(X, t), t)$ have been written as $\Phi_{\mathrm{s}}=J_{\gamma} \Phi_{\mathrm{s} \nu}$ and $\Phi_{\mathrm{f}}=J-J_{\gamma} \Phi_{\mathrm{s} \nu}$, where $\Phi_{\mathrm{s} \nu}(X, t):=J_{\mathrm{e}}(X, t) \varphi_{\mathrm{s}}(\chi(X, t), t)$ is the "pull-back" of the solid phase volumetric fraction, $\varphi_{\mathrm{s}}$, to the natural state [101, [56]. In particular, by imposing that the temporal derivative of $J_{\gamma}$ compensates for the mass source $r_{\mathrm{s}}$ [42, 号, it can be deduced that the volumetric fraction $\Phi_{\mathrm{s} \nu}$ is independent of time. However, $\Phi_{\mathrm{s} \nu}$ may depend on material points [56]. Furthermore, since it holds true that $J_{\mathrm{e}}=J / J_{\gamma}$, the volumetric fractions of the solid and the fluid phase can be expressed entirely in terms of the volume ratios $J$ and $J_{\gamma}$, i.e.,

$$
\begin{align*}
& \varphi_{\mathrm{s}}(x, t)=\varphi_{\mathrm{s}}(\chi(X, t), t)=\frac{J_{\gamma}(X, t) \Phi_{\mathrm{s} \nu}(X)}{J(X, t)}  \tag{5a}\\
& \varphi_{\mathrm{f}}(x, t)=1-\varphi_{\mathrm{s}}(x, t)=\frac{J(X, t)-J_{\gamma}(X, t) \Phi_{\mathrm{s} \nu}(X)}{J(X, t)} \tag{5b}
\end{align*}
$$

### 3.2 Momentum balance laws

In this work, we neglect inertial and body forces, so that the momentum balance laws for the biphasic medium as a whole and for the fluid phase write [60, [54, (91]

$$
\begin{equation*}
\operatorname{div}\left(\boldsymbol{\sigma}_{\mathrm{s}}+\boldsymbol{\sigma}_{\mathrm{f}}\right)=\mathbf{0} \tag{6a}
\end{equation*}
$$

$$
\begin{equation*}
\boldsymbol{q}=-\boldsymbol{k} \operatorname{grad} p \tag{6b}
\end{equation*}
$$

where $\boldsymbol{\sigma}_{\mathrm{s}}$ and $\boldsymbol{\sigma}_{\mathrm{f}}$ are the Cauchy stress tensors of the solid and the fluid phase, $p$ is the hydrostatic pressure, Equation (6b) expresses Darcy's law [60], and $\boldsymbol{k}$ denotes the permeability tensor, which is here taken to be symmetric and positive definite.

Following [60, 15, [53, 101], we assume the fluid phase to be macroscopically inviscid, so that $\boldsymbol{\sigma}_{\mathrm{f}}$ is purely hydrostatic, and we write

$$
\begin{align*}
& \boldsymbol{\sigma}_{\mathrm{f}}=-\varphi_{\mathrm{f}} p \boldsymbol{g}^{-1}  \tag{7a}\\
& \boldsymbol{\sigma}_{\mathrm{s}}=-\varphi_{\mathrm{s}} p \boldsymbol{g}^{-1}+\boldsymbol{\sigma}_{\mathrm{sc}} \tag{7b}
\end{align*}
$$

where $\sigma_{\mathrm{sc}}$ is said to be the constitutive part of $\boldsymbol{\sigma}_{\mathrm{s}}$ and $\boldsymbol{g}^{-1}$ is the inverse of the metric tensor, $\boldsymbol{g}$, associated with $\mathscr{S}$. Then, by substituting Equations (7a) and (7b) into Equation 6a) and performing the backward Piola transformation of Equations (6a) and (6b), we obtain

$$
\begin{align*}
& \operatorname{Div}\left(-J \mathfrak{p g}^{-1} \boldsymbol{F}^{-\mathrm{T}}+\boldsymbol{P}_{\mathrm{sc}}\right)=\mathbf{0}  \tag{8a}\\
& \boldsymbol{Q}=-\boldsymbol{K} \operatorname{Grad} \mathfrak{p} \tag{8b}
\end{align*}
$$

where we have introduced the notation

$$
\begin{align*}
& \mathfrak{p}(X, t):=p(\chi(X, t), t),  \tag{9a}\\
& \boldsymbol{K}(X, t):=J(X, t) \boldsymbol{F}^{-1}(\chi(X, t), t) \boldsymbol{k}(\chi(X, t), t) \boldsymbol{F}^{-\mathrm{T}}(X, t),  \tag{9b}\\
& \boldsymbol{P}_{\mathrm{sc}}(X, t):=J(X, t) \boldsymbol{\sigma}_{\mathrm{sc}}(\chi(X, t), t) \boldsymbol{F}^{-\mathrm{T}}(X, t),  \tag{9c}\\
& \mathfrak{g}(X, t):=\boldsymbol{g}(\chi(X, t)), \tag{9d}
\end{align*}
$$

to denote, respectively, the pressure expressed as a function of time and of the points of $\mathscr{B}$, the material permeability tensor, the constitutive part of the overall first Piola-Kirchhoff stress tensor, and the metric tensor expressed as a function of time and of the points of $\mathscr{B}$. Moreover, Equation (8b) represents Darcy's law of filtration, pulled-back to the reference configuration.

## 4 Constitutive laws I: Strain energy density and permeability

Following [80, 101, [56], we hypothesise that the solid phase of the tumour is isotropic and hyperelastic, and introduce the strain energy densities $\mathcal{W}$ and $\mathcal{W}_{\nu}$, which are written per unit volume of the reference configuration and of the natural state, respectively. To account for the structural changes induced by growth, the strain energy density $\mathcal{W}$ is expressed as a constitutive function, namely $\mathcal{W}$, depending on $\boldsymbol{F}, \boldsymbol{F}_{\gamma}$ and on material points. Furthermore, we denote by $\mathcal{W}_{\nu}$ the constitutive representation of $\mathcal{W}_{\nu}$, which is supposed here to depend solely on the tensor $\boldsymbol{F}_{\mathrm{e}}$. Therefore, the following relationship holds [42, 30, 101]

$$
\begin{equation*}
\check{\mathcal{W}}\left(\boldsymbol{F}(X, t), \boldsymbol{F}_{\gamma}(X, t), X\right)=J_{\gamma}(X, t) \check{\mathcal{W}}_{\nu}\left(\boldsymbol{F}_{\mathrm{e}}(X, t)\right) \tag{10}
\end{equation*}
$$

Within a more general framework, the strain energy density $\mathcal{W}_{\nu}$ maintains the explicit dependence on $X$, and Equation (10) does not hold in its present form. This becomes evident when $\mathscr{W}_{\nu}$ is
parameterised by point-dependent material coefficients or, by expressing $\check{\mathcal{W}}_{\nu}$ as $\check{\mathcal{W}}_{\nu}=\Phi_{\mathrm{s} \nu} \varrho_{\mathrm{s}} \check{\Psi}_{\mathrm{s}}$, where $\breve{\Psi}_{\mathrm{s}}$ is the solid phase strain energy density per unit mass, when $\Phi_{\mathrm{s} \nu}$ depends on $X$. However, these circumstances are excluded from the setting of this work, as can be deduced by looking at Table 1, in which all the material parameters and $\Phi_{\mathrm{s} \nu}$ are taken as constants.

Hereafter, we adopt a constitutive law of the type proposed in [62] for $\mathscr{\mathcal { W }}_{\nu}$, i.e.,

$$
\begin{align*}
& \check{\mathcal{W}}_{\nu}\left(\boldsymbol{F}_{\mathrm{e}}\right)=\hat{\mathcal{W}}_{\nu}\left(\boldsymbol{C}_{\mathrm{e}}\right)=a_{0}\left\{\exp \left(\hat{\Psi}\left(\boldsymbol{C}_{\mathrm{e}}\right)\right)-1\right\},  \tag{11a}\\
& \hat{\Psi}\left(\boldsymbol{C}_{\mathrm{e}}\right)=a_{1}\left[\hat{I}_{1}\left(\boldsymbol{C}_{\mathrm{e}}\right)-3\right]+a_{2}\left[\hat{I}_{2}\left(\boldsymbol{C}_{\mathrm{e}}\right)-3\right]-a_{3} \log \left(\hat{I}_{3}\left(\boldsymbol{C}_{\mathrm{e}}\right)\right), \tag{11b}
\end{align*}
$$

where $\hat{\mathcal{W}}_{\nu}$ is the constitutive representation of $\mathcal{W}$ expressed as a function of the elastic, right CauchyGreen deformation tensor $\boldsymbol{C}_{\mathrm{e}}=\boldsymbol{F}_{\mathrm{e}}^{\mathrm{T}} \cdot \boldsymbol{F}_{\mathrm{e}}=\boldsymbol{F}_{\gamma}^{-\mathrm{T}} \boldsymbol{C} \boldsymbol{F}_{\gamma}^{-1}, \boldsymbol{C}=\boldsymbol{F}^{\mathrm{T}} . \boldsymbol{F}$ is the "classical", right CauchyGreen deformation tensor, $\hat{I}_{1}\left(\boldsymbol{C}_{\mathrm{e}}\right)=\operatorname{tr}\left(\boldsymbol{C}_{\mathrm{e}}\right), \hat{I}_{2}\left(\boldsymbol{C}_{\mathrm{e}}\right)=\frac{1}{2}\left\{\left[\hat{I}_{1}\left(\boldsymbol{C}_{\mathrm{e}}\right)\right]^{2}-\operatorname{tr}\left[\left(\boldsymbol{C}_{\mathrm{e}}\right)^{2}\right]\right\}$, and $\hat{I}_{3}\left(\boldsymbol{C}_{\mathrm{e}}\right)=$ $\operatorname{det}\left(\boldsymbol{C}_{\mathrm{e}}\right)$ are the principal invariants of $\boldsymbol{C}_{\mathrm{e}}$, and, as in [62, 114, 101], the parameters $a_{0}, a_{1}, a_{2}$ and $a_{3}$ are expressed in terms of Lamé's parameters $\lambda$ and $\mu$, i.e.,

$$
\begin{equation*}
a_{0}=\frac{2 \mu+\lambda}{4 a_{3}}, \quad a_{1}=a_{3} \frac{2 \mu-\lambda}{2 \mu+\lambda}, \quad a_{2}=a_{3} \frac{\lambda}{2 \mu+\lambda}, \quad a_{3}=a_{1}+2 a_{2}=1 . \tag{12}
\end{equation*}
$$

Then, by using Equations (11a) and (11b), the constitutive part of the first Piola-Kirchhoff stress tensor reads 101

$$
\begin{equation*}
\boldsymbol{P}_{\mathrm{sc}}=J_{\gamma} \boldsymbol{F} \boldsymbol{F}_{\gamma}^{-1}\left(2 \frac{\partial \hat{\mathcal{W}}_{\nu}}{\partial \boldsymbol{C}_{\mathrm{e}}}\left(\boldsymbol{C}_{\mathrm{e}}\right)\right) \boldsymbol{F}_{\gamma}^{-\mathrm{T}} . \tag{13}
\end{equation*}
$$

Furthermore, we require the permeability tensor to be "unconditionally isotropic" [13], i.e., $\boldsymbol{k}=k_{0} \boldsymbol{g}^{-1}$, so that the material permeability tensor reads

$$
\begin{equation*}
\boldsymbol{K}=J k_{0} \boldsymbol{C}^{-1} . \tag{14}
\end{equation*}
$$

In Equation (14), $k_{0}$ denotes the scalar permeability and is taken here as in [13, (62], i.e.,

$$
\begin{equation*}
k_{0}=k_{\mathrm{R}}\left[\frac{J-J_{\gamma} \Phi_{\mathrm{s} \nu}}{J_{\gamma} \varphi_{\mathrm{fR}}}\right]^{m_{0}} \exp \left(\frac{m_{1}}{2}\left[\frac{J^{2}-J_{\gamma}^{2}}{J_{\gamma}^{2}}\right]\right), \tag{15}
\end{equation*}
$$

where $m_{0}$ and $m_{1}$ are constant material coefficients, $\varphi_{\mathrm{fR}}:=1-\Phi_{\mathrm{s} \nu}$ is a reference value of the fluid phase volumetric fraction, and $k_{\mathrm{R}}$ is the reference permeability of the medium. In the sequel, both $k_{\mathrm{R}}$ and $\varphi_{\mathrm{fR}}$, and thus $\Phi_{\mathrm{s} \nu}$, are assumed to be constant.

## 5 Constitutive Laws II: Non-Fickean diffusion

As pointed out in the Introduction, our aim is to generalise previous models of tumour growth [80, 101 by using some of the notions and tools offered by the theory of Fractional Calculus [92, (9, 12]. To this end, we introduce a non-Fickean type of diffusion of the chemical agents. Specifically, our purpose is to take into account the non-local behaviour of the gradient of the chemical agents' mass fraction, and study its influence on the growth of an avascular tumour.

### 5.1 Non-Fickean mass flux vector

We propose to express the chemical species' mass flux vector, $\boldsymbol{y}_{\alpha}$ (see Equation (2c)), in terms of a non-local constitutive law of convolution type, in which, in the Euclidean case, the kernel of the convolution integral features a power law in the distance between the points $x$ and $\tilde{x}$ of each pair $(x, \tilde{x})$ of spatial points occupied by body points. This way, we aim to show how $\boldsymbol{y}_{\alpha}$, evaluated at $x$, depends on the gradients of concentration evaluated at all other points $\tilde{x}$, and on the power law chosen for the convolution kernel. To do this, we face two difficulties: the first one is connected to the fact that, since, for the sake of generality, we view the body as a manifold, the concept of convolution has to be suitably generalised; the second one is due to the impossibility of integrating vector fields on manifolds. Whereas the first issue has been investigated in the literature [17, 106, 93], and we refer to the convolution on manifolds put forward in [106], the second issue can be circumvented by re-defining the mass flux vector of the chemical agents in weak form, i.e., for each $t \in \mathscr{T}$, we define $\boldsymbol{y}_{\alpha}$ through the duality product [16]

$$
\begin{align*}
\left\langle\boldsymbol{y}_{\alpha}, \operatorname{grad} \check{c}\right\rangle & :=-\varrho_{\mathrm{f}} \int_{\mathscr{B}_{t}}\left\{\int_{\mathscr{B}_{t}}[\operatorname{grad} \check{c}(x)] \boldsymbol{d}_{\alpha}(x, \tilde{x}, t)\left[\operatorname{grad} c_{\mathrm{a}}(\tilde{x}, t)\right] \operatorname{dv}(\tilde{x})\right\} \operatorname{dv}(x),  \tag{16a}\\
\boldsymbol{d}_{\alpha}(x, \tilde{x}, t) & :=\mathfrak{f}_{\alpha}(x, \tilde{x}) \mathfrak{d}_{\alpha}(x, \tilde{x}, t) \tag{16b}
\end{align*}
$$

for all $\check{c} \in \check{\mathcal{C}}=\left\{\check{c} \in H^{1}\left(\mathscr{B}_{t}\right): \check{c}=0\right.$ on $\left.\left(\partial \mathscr{B}_{t}\right)_{\mathrm{D}}\right\}$, with $\check{\mathcal{C}}$ being the space of all virtual variations of the mass fractions, $\left(\partial \mathscr{B}_{t}\right)_{\mathrm{D}}$ the portion of the boundary of $\mathscr{B}_{t}$ on which Dirichlet conditions are applied for the mass fraction of the chemical agents, and $H^{1}\left(\mathscr{B}_{t}\right)$ is the standard Sobolev space of square-integrable functions over $\mathscr{B}_{t}$ whose weak derivatives up to the order one are square-integrable over $\mathscr{B}_{t}$ too.

We refer to the second-order tensor $\boldsymbol{d}_{\alpha}(x, \tilde{x}, t)$ as non-local diffusivity tensor, and we express it as the product of the scalar quantity $\mathfrak{f}_{\alpha}(x, \tilde{x})$ and of the tensor $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$. In particular, for a given $x \in \mathscr{B}_{t}$ and varying $\tilde{x} \in \mathscr{B}_{t}, \mathfrak{f}_{\alpha}(x, \tilde{x})$, referred to as the non-locality function, measures how the intensity of the chemical signal expressed by $\operatorname{grad} c_{\mathrm{a}}(\tilde{x}, t)$ is felt at $x$. The tensor $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$, instead, is denominated fractional diffusivity tensor. We emphasise that $\mathfrak{f}_{\alpha}$ is defined for $x \neq \tilde{x}$ and that, since we are dealing with fractional diffusion, both $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$ and $\boldsymbol{d}_{\alpha}(x, \tilde{x}, t)$ have, in general, physical dimensions different from those of the standard diffusivity tensor, depending on the prescription of $\mathfrak{f}_{\alpha}$ and $\alpha \in \mathbb{R}^{+}$.

The way in which $\mathfrak{f}_{\alpha}(x, \tilde{x})$ is to be understood in the case in which $\mathscr{B}_{t}$ is viewed as a manifold is reported in Appendix A1. However, from here on, to avoid the technical difficulties of addressing such a general framework, which is out of the scope of this work, we prefer to adopt orthogonal Cartesian coordinates. Then, by regarding $\mathscr{B}_{t}$ as a flat subset of $\mathscr{S}$ having the same dimensionality as $\mathscr{S}, \mathfrak{f}_{\alpha}(x, \tilde{x})$ can be recast in the form $\mathfrak{f}_{\alpha}(x, \tilde{x})=\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$, where $\hat{\mathfrak{f}}_{\alpha}$ is introduced to re-define $\mathfrak{f}_{\alpha}$ as a function of the vector $x-\tilde{x}$, i.e., as $\hat{\mathfrak{f}}_{\alpha}: T_{\tilde{x}} \mathscr{S} \rightarrow \mathbb{R}$ (see Appendix A1). Furthermore, we require $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$ to be a two-point tensor of the type $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)=\sum_{a, b=1}^{3}\left[\mathfrak{d}_{\alpha}(x, \tilde{x}, t)\right]^{a b} \boldsymbol{e}_{a}(x) \otimes \boldsymbol{e}_{b}(\tilde{x})$, where $\left\{\boldsymbol{e}_{l}(x)\right\}_{l=1}^{3}$ and $\left\{\boldsymbol{e}_{l}(\tilde{x})\right\}_{l=1}^{3}$ are the vector bases attached to $x$ and $\tilde{x}$. It is worth noticing that, within a Cartesian setting, and for $x=\tilde{x}$, the tensor $\boldsymbol{e}_{a}(x) \otimes \boldsymbol{e}_{b}(\tilde{x}) \equiv \boldsymbol{e}_{a}(x) \otimes \boldsymbol{e}_{b}(x)$ is referred to as "Jacoby directional tensor" in [3], where, in a slightly different context, the central Marchaud fractional derivative is extended to the case of two- or three-dimensional problems.

In general, there is no correlation at all between the vector bases $\left\{\boldsymbol{e}_{l}(x)\right\}_{l=1}^{3}$ and $\left\{\boldsymbol{e}_{l}(\tilde{x})\right\}_{l=1}^{3}$ and, in fact, each basis can be chosen arbitrarily and independently of the other one. Nevertheless, $\left\{\boldsymbol{e}_{l}(\tilde{x})\right\}_{l=1}^{3}$ can be enforced to be the result of the parallel transport of $\left\{\boldsymbol{e}_{l}(x)\right\}_{l=1}^{3}$ along the geodesic
connecting $x$ and $\tilde{x}$. In particular, in the Euclidean case, the arch of the geodesic connecting $x$ and $\tilde{x}$ is the segment of the straight line directed from $x$ to $\tilde{x}$ and the parallel transport of $\left\{\boldsymbol{e}_{l}(x)\right\}_{l=1}^{3}$ along such a line renders $\left\{\boldsymbol{e}_{l}(\tilde{x})\right\}_{l=1}^{3}$ collinear with $\left\{\boldsymbol{e}_{l}(x)\right\}_{l=1}^{3}$. Hence, for each $l=1,2,3, \boldsymbol{e}_{l}(x)$ and $\boldsymbol{e}_{l}(\tilde{x})$ can be associated with the same direction, hereafter denoted by $\boldsymbol{i}_{l}$, even though they remain, implicitly, distinct vectors, attached to different spatial points. Within this approach, we hypothesise that $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$ admits the representation $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)=\sum_{b=1}^{3} \mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t) \boldsymbol{e}_{b}(x) \otimes \boldsymbol{e}_{b}(\tilde{x})$ and, since $\boldsymbol{e}_{l}(x)$ is collinear with $\boldsymbol{e}_{l}(\tilde{x})$, this representation of $\mathfrak{\mathfrak { d }}_{\alpha}(x, \tilde{x}, t)$ mimics the description of an orthotropic tensor function with respect to the set of directions $\left\{\boldsymbol{i}_{1}, \boldsymbol{i}_{2}, \boldsymbol{i}_{3}\right\}$. Hence, it is "as if" we had $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)=\sum_{b=1}^{3} \mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t) \boldsymbol{i}_{b} \otimes \boldsymbol{i}_{b}$. Then, by using the definitions in Equation (16), we identify the components of the fractional mass flux to be given by the following expression

$$
\begin{equation*}
\left[\boldsymbol{y}_{\alpha}(x, t)\right]^{b}:=-\varrho_{\mathrm{f}} \int_{\mathscr{B}_{t}} \hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t) \partial_{b} c_{\mathrm{a}}(\tilde{x}, t) \mathrm{dv}(\tilde{x}), \quad \text { no sum over } b=1,2,3 \tag{17}
\end{equation*}
$$

and we call the coefficients $\left\{\mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t)\right\}_{b=1}^{3}$ fractional diffusivities.

### 5.2 Comparison with other works

Other definitions of fractional mass flux vector can be found that characterise non-Fickean diffusion processes (see e.g. [82, 105] and references therein). For instance, Sapora et al. [105] study a fractional version of Darcy's law in one dimension in which the filtration velocity (also known as "specific mass flux") is taken to be proportional to an integral operator that the Authors refer to as "Riesz integral" 105] of pressure (note that the definition of Riesz integral given in 105 differs by a factor $\cos (\beta \pi / 2)$, with $\beta \in] 0,1[$, from that in [104, 9]). However, when passing to higher dimensionalities, it is necessary to extend the concept of fractional differentiation to other differential operators like the gradient of a scalar function. In this regard, in [40, 11, 113] the fractional gradient of order $\alpha \in \mathbb{R}^{+}$of a scalar function is defined as a co-vector, whose components are identified with the fractional partial derivatives, each of which of order $\alpha$, of the given function. In particular, these fractional partial derivatives are taken in the sense of Riemann-Liouville in 40] and in the sense of Caputo in [113], whereas the Nishimoto fractional derivative [87] is used in [1], for $\alpha \in] 0,1]$.

For the purposes of our work, we adopt the definition given in Equation (17). This definition presents some fundamental differences with respect to the definition supplied, for instance, in [105]. These differences, however, are not only related to the fact that the physical phenomenon addressed in [105] is distinct from the one we are studying here. Rather, they are intrinsic in the definition of the operator expressing $\boldsymbol{y}_{\alpha}$, and can be summarised as follows:

- Equation (17) is conceived in a three-dimensional setting and, consequently, requires an integration over the whole configuration of the body, $\mathscr{B}_{t}$, whereas the definition of the mass flux given in [105] features an integration over a bounded interval.
- In our definition, each fractional diffusivity $\mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t), b=1,2,3$, is part of the integrand of Equation (17), and cannot be factorised out of the corresponding integral.
- If, for a given $b_{0} \in\{1,2,3\}$, the fractional diffusivity $\mathfrak{d}_{\alpha}^{b_{0}}(x, \tilde{x}, t)$ could be factorised out of the integral in Equation (e.g. by setting $\mathfrak{d}_{\alpha}^{b_{0}}(x, \tilde{x}, t) \equiv \mathfrak{d}_{0 \alpha}$, with $\mathfrak{d}_{0 \alpha}$ constant), and if
the only nonzero component of $\operatorname{grad} c(\tilde{x}, t)$ were $\partial_{b_{0}} c_{\mathrm{a}}(\tilde{x}, t)$ for all $\tilde{x}$ and $t$, one would have

$$
\begin{equation*}
\left[\boldsymbol{y}_{\alpha}(x, t)\right]^{b_{0}}=-\varrho_{\mathrm{f}} \mathfrak{d}_{0 \alpha} \int_{\mathscr{B}_{t}} \hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \partial_{b_{0}} c_{\mathrm{a}}(\tilde{x}, t) \operatorname{dv}(\tilde{x}), \tag{18}
\end{equation*}
$$

where $\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$ is still a function of all the components of the vector $x-\tilde{x}$, rather than of its $b_{0}$-th component only. This property marks a major difference between our approach and the model developed in [105, and expresses the fact that, even in the presence of a preferred direction (i.e., the one associated with $\partial_{b_{0}} c_{\mathrm{a}}$ ), one should account for the non-locality in all directions.

Before going further, we notice that, if the fractional diffusivities $\left\{\mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t)\right\}_{b=1}^{3}$ are all equal to some reference constant value $\mathfrak{d}_{\mathrm{R} \alpha}$ (note that, for simplicity, we call 'fractional diffusivities' the set of the three principal fractional diffusivities), the mass flux vector $\boldsymbol{y}_{\alpha}(x, t)$ can be expressed (in a Cartesian setting) as

$$
\begin{equation*}
\boldsymbol{y}_{\alpha}(x, t)=-\varrho_{\mathrm{f}} \boldsymbol{d}_{\mathrm{R} \alpha} \int_{\mathscr{B} t} \hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \operatorname{grad} c_{\mathrm{a}}(\tilde{x}, t) \operatorname{dv}(\tilde{x}) \tag{19}
\end{equation*}
$$

Moreover, for some suitable $\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$, usually written as a power-law that decays in space, the integral on the right-hand-side of Equation (19) can be taken as the definition of a fractional gradient of $c_{\mathrm{a}}$ of order $\alpha$, i.e., one can write (in the Cartesian setting)

$$
\begin{align*}
\operatorname{grad}^{\alpha} c_{\mathrm{a}}(x, t) & :=\int_{\mathscr{B}_{t}} \hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \operatorname{grad} c_{\mathrm{a}}(\tilde{x}, t) \operatorname{dv}(\tilde{x}),  \tag{20a}\\
{\left[\operatorname{grad}^{\alpha} c_{\mathrm{a}}(x, t)\right]_{b} } & :=\int_{\mathscr{B}_{t}} \hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \partial_{b} c_{\mathrm{a}}(\tilde{x}, t) \operatorname{dv}(\tilde{x}), \quad b=1,2,3 . \tag{20b}
\end{align*}
$$

Equations (20a) and 20b) are reminiscent of the definition of fractional gradient of order $\alpha$ supplied in [113]. However, an important difference between that definition and ours is that, in [113], the components of the fractional gradient of $c_{\mathrm{a}}$ (i.e., $\left\{\left[\operatorname{grad}^{\alpha} c_{\mathrm{a}}(x, t)\right]_{b}\right\}_{b=1}^{3}$ in our notation) are identified with the Caputo derivatives of $c_{\mathrm{a}}$ along the principal directions of the vector basis. This, in turn, requires the function $\hat{\mathfrak{f}}_{\alpha}$ of Tarasov [113] to depend, for each Caputo derivative, solely on the $b$-th component of $x-\tilde{x}$.

### 5.3 Backward Piola transform of the mass flux vector

The backward Piola transformation of Equation (16a) is given by

$$
\begin{align*}
\left\langle\boldsymbol{y}_{\alpha}, \operatorname{grad} \check{c}\right\rangle & =\left\langle\boldsymbol{Y}_{\alpha}, \operatorname{Grad} \check{\mathfrak{c}}\right\rangle \\
& =-\varrho_{\mathrm{f}} \int_{\mathscr{B}}\left\{\int_{\mathscr{B}}[\operatorname{Grad} \check{\mathfrak{c}}(X, t)] \boldsymbol{D}_{\alpha}(X, \tilde{X}, t)\left[\operatorname{Grad} \mathfrak{c}_{\mathrm{a}}(\tilde{X}, t)\right] \mathrm{d} V(\tilde{X})\right\} \mathrm{dV}(X), \tag{21}
\end{align*}
$$

with $\check{\mathfrak{c}}$ and $\mathfrak{c}_{\mathrm{a}}$ such that $\check{\mathfrak{c}}(X, t)=\check{c}(\chi(X, t))$ and $\mathfrak{c}_{\mathrm{a}}(X, t)=c_{\mathrm{a}}(\chi(X, t), t)$, and we introduced the material non-local diffusivity tensor, $\boldsymbol{D}_{\alpha}$, the material non-locality function, $\mathfrak{F}_{\alpha}$, and the material fractional diffusivity tensor, $\mathfrak{D}_{\alpha}$, as follows

$$
\begin{equation*}
\boldsymbol{D}_{\alpha}(X, \tilde{X}, t):=J(X, t) \mathfrak{F}_{\alpha}(X, \tilde{X}, t) \mathfrak{D}_{\alpha}(X, \tilde{X}, t) \tag{22a}
\end{equation*}
$$

$$
\begin{align*}
\mathfrak{F}_{\alpha}(X, \tilde{X}, t) & :=\hat{\mathfrak{f}}_{\alpha}(\chi(X, t)-\chi(\tilde{X}, t)),  \tag{22b}\\
\mathfrak{D}_{\alpha}(X, \tilde{X}, t) & :=J(\tilde{X}, t) \boldsymbol{F}^{-1}(\chi(X, t), t) \mathfrak{d}_{\alpha}(\chi(X, t), \chi(\tilde{X}, t), t) \boldsymbol{F}^{-\mathrm{T}}(\tilde{X}, t) . \tag{22c}
\end{align*}
$$

More specifically, the components of $\mathfrak{D}_{\alpha}(X, \tilde{X}, t)$ and $\boldsymbol{Y}_{\alpha}(X, t)$ are given by

$$
\begin{align*}
{\left[\mathfrak{D}_{\alpha}(X, \tilde{X}, t)\right]^{A B} } & =J(\tilde{X}, t) \sum_{b=1}^{3}\left[\boldsymbol{F}^{-1}(\chi(X, t), t)\right]^{A}{ }_{b} \mathfrak{d}_{\alpha}^{b}(\chi(X, t), \chi(\tilde{X}, t), t)\left[\boldsymbol{F}^{-\mathrm{T}}(\tilde{X}, t)\right]_{b}{ }^{B},  \tag{23a}\\
{\left[\boldsymbol{Y}_{\alpha}(X, t)\right]^{A} } & =-\varrho_{\mathrm{f}} \int_{\mathscr{B}} J(X, t) \mathfrak{F}_{\alpha}(X, \tilde{X}, t) \sum_{B=1}^{3}\left[\boldsymbol{D}_{\alpha}(X, \tilde{X}, t)\right]^{A B} \partial_{B} \mathfrak{c}_{\mathrm{a}}(\tilde{X}, t) \mathrm{dV}(\tilde{X}) . \tag{23b}
\end{align*}
$$

Expression 23b defines the components of the mass flux vector in the material description, whereas $\mathfrak{D}_{\alpha}$ is the material counterpart of the fractional diffusivity tensor $\mathfrak{D}_{\alpha}$.

In the sequel, we assume the spatial fractional diffusivities to be all equal to each other, i.e., $\mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t)=\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$, for all $b=1,2,3$, and that $\mathfrak{d}_{\alpha}(x, \tilde{x}, t)$ is independent of $x$ (more rigorously, we should say that $\mathfrak{d}_{\alpha}$ can be redefined as a function of time and of the spatial variable with respect to which the integration is made, i.e., $\tilde{x}$ ). Consequently, with a slight abuse of notation, we simply write $\mathfrak{d}_{\alpha}(\tilde{x}, t)$. Moreover, following [101], we impose that $\mathfrak{d}_{\alpha}(\tilde{x}, t)$ depends on position and time through the volumetric fraction of the fluid phase, thereby setting $\mathfrak{d}_{\alpha}(\tilde{x}, t)=\varphi_{\mathrm{f}}(\tilde{x}, t) \mathfrak{d}_{\mathrm{R} \alpha}$, where $\mathfrak{d}_{\mathrm{R} \alpha}$ is a reference fractional diffusivity, which is parameterised by $\alpha$. Since $\varphi_{\mathrm{f}}(\tilde{x}, t)$ can be related to the volumetric deformation of the solid phase and to growth through the expression (5b), we obtain

$$
\begin{equation*}
\mathfrak{d}_{\alpha}(\chi(\tilde{X}, t), t)=\frac{J(\tilde{X}, t)-J_{\gamma}(\tilde{X}, t) \Phi_{\mathrm{s} \nu}}{J(\tilde{X}, t)} \mathfrak{d}_{\mathrm{R} \alpha} \tag{24}
\end{equation*}
$$

These considerations imply that the components of $\mathfrak{D}_{\alpha}$ can be written as follows

$$
\begin{equation*}
\left[\mathfrak{D}_{\alpha}(X, \tilde{X}, t)\right]^{A B}=\left(J(\tilde{X}, t)-J_{\gamma}(\tilde{X}, t) \Phi_{\mathrm{s} \nu}\right) \mathfrak{d}_{\mathrm{R} \alpha}\left[\boldsymbol{F}^{-1}(\chi(X, t), t)\right]^{A}{ }_{b}\left[\boldsymbol{F}^{-\mathrm{T}}(\tilde{X}, t)\right]_{b}{ }^{B} . \tag{25}
\end{equation*}
$$

We notice that the non-local nature of the problem is also reflected in Equation (25). Indeed, in a model accounting only for local interactions, the last two terms of Equation (25) would give the inverse of the right Cauchy-Green deformation tensor $\boldsymbol{C}$, i.e., $\boldsymbol{C}^{-1}=\boldsymbol{F}^{-1} . \boldsymbol{F}^{-\mathrm{T}}$, since $X$ and $\tilde{X}$ would coincide. Still, this is not true in our case, since the non-locality changes with the dynamics of the tissue. Moreover, even in the case in which all the fractional diffusivities $\left\{\mathfrak{d}_{\alpha}^{b}(x, \tilde{x}, t)\right\}_{b=1}^{3}$ were independent of $x$ and $\tilde{x}$, their material counterparts $\left\{\left[\mathfrak{D}_{\alpha}(X, \tilde{X}, t)\right]^{A B}\right\}_{A, B=1}^{3}$ would still be functions of the points $X$ and $\tilde{X}$ because of the motion, $\chi$.

Remark 1 Due to the non-local nature of the mass flux vector, its Piola transformation needs to be performed in two steps, i.e., as many as the integrals appearing in Equation (16a), or Equation (21). In particular, the volume ratio $J(X, t)$ is due to the change of measure of the outermost integral of Equation (21), which re-defines the duality product between $\boldsymbol{y}_{\alpha}$ and gradč into the duality product between $\boldsymbol{Y}_{\alpha}$ and Gradč. In our formalism, this volume ratio is used to define the pull-back of the non-local diffusivity tensor, $\boldsymbol{d}_{\alpha}$, as prescribed by Equations 22a)-22c). Furthermore, the tensor $\boldsymbol{F}^{-1}(\chi(X, t), t)$ featuring in Equation (22c) stems from the transformation of the gradient of the virtual concentration, $\check{c}$, evaluated at $x$, i.e., $\operatorname{grad} \check{c}(\chi(X, t), t)=\operatorname{Grad} \check{\mathfrak{c}}(X, t) \boldsymbol{F}^{-1}(\chi(X, t), t)$,
and it contributes, "from the left", to the calculation of the pull-back of the fractional diffusivity tensor. Whereas this first part of the backward Piola transformation of the mass flux vector is standard, the second part of it reveals the non-locality of the constitutive law in Equation (21). Indeed, the tensor $\boldsymbol{F}^{-\mathrm{T}}(\tilde{X}, t)$ featuring in Equation (22c) must be evaluated in $\tilde{X}$ because it originates from the transformation of the gradient of the concentration (not the virtual one), which is part of the integrand of the innermost integral, i.e., the one expressing the non-local constitutive law. This tensor contributes, "from the right", to determine the pull-back of the fractional diffusivity tensor. Finally, the volume ratio $J(\tilde{X}, t)$ is necessary because of the change of measure in the innermost integral of Equation (16a) and is employed to define the pull-back of the fractional diffusivity tensor, $\mathfrak{d}_{\alpha}$. In conclusion, to determine the pull-back of the mass flux vector, a "double" Piola transformation has to be performed.

Remark 2 Looking at the Piola transformation of the mass flux vector, it is worth mentioning that the non-locality of the problem, expressed through $\hat{\mathfrak{f}}_{\alpha}$ as a function of $(x-\tilde{x})$ in the current configuration, cannot be described in general as a function of $(X-\tilde{X})$ in the reference configuration. Rather, the material non-locality function, $\mathfrak{F}_{\alpha}$, must be conceived as a function of the three variables $X, \tilde{X}$ and $t$ since, as prescribed by Equation (22b), it inherits this dependence from the motion, $\chi$, in a way that, in general, cannot be reduced to a function of time and of the difference $(X-\tilde{X})$. Furthermore, we notice that the non-locality of the problem evolves from the reference to the current configuration. Indeed, two points that are "close" in $\mathscr{B}$ can either be "far away" from each other or become "even closer" in $\mathscr{B}_{t}$, and vice versa.

## 6 Model summary and some numerical aspects

In this section, we summarise the equations characterising our mathematical model, specify the expressions for the sinks and sources of mass, and highlight some computational aspects to be taken into account. In the following, we focus on the case in which the considered chemical agents are nutrient substances that are necessary to trigger and maintain the growth of the tumour. Hence, we shall be referring to "nutrients" in lieu of "chemical agents" from here on.

### 6.1 Model equations

Our model is based on the following set of non-linear and coupled equations

$$
\begin{align*}
& \dot{\mathfrak{c}}_{\mathrm{p}}=\left[R_{\mathrm{pn}}+R_{\mathrm{fp}}-R_{\mathrm{s}} \mathfrak{c}_{\mathrm{p}}\right]\left[J_{\gamma} \Phi_{\mathrm{s} \nu} \varrho_{\mathrm{s}}\right]^{-1},  \tag{26a}\\
& \frac{\dot{\gamma}}{\gamma}=\left[R_{\mathrm{fp}}+R_{\mathrm{nf}}\right]\left[3 \varrho_{\mathrm{s}} \Phi_{\mathrm{s} \nu} J_{\gamma}\right]^{-1},  \tag{26b}\\
& \left.\varrho_{\mathrm{f}}\left[J-J_{\gamma} \Phi_{\mathrm{s} \nu}\right] \dot{\mathfrak{c}}_{\mathrm{a}}-\varrho_{\mathrm{f}}[\boldsymbol{K} \operatorname{Grad}]\right] \operatorname{Grad} \mathfrak{c}_{\mathrm{a}}+\operatorname{Div} \boldsymbol{Y}_{\alpha}=\mathfrak{c}_{\mathrm{a}} R_{\mathrm{s}}+R_{\mathrm{ap}},  \tag{26c}\\
& \dot{J}-\operatorname{Div}(\boldsymbol{K} \operatorname{Grad})=0,  \tag{26d}\\
& \operatorname{Div}\left(-J \mathfrak{p} \mathfrak{g}^{-1} \boldsymbol{F}^{-\mathrm{T}}+\boldsymbol{P}_{\mathrm{sc}}\right)=\mathbf{0}, \tag{26e}
\end{align*}
$$

in the $(4+3)$ unknowns $\mathscr{U}:=\left\{\mathfrak{c}_{\mathfrak{p}}, \gamma, \mathfrak{c}_{\mathrm{a}}, \mathfrak{p},\left\{\chi^{a}\right\}_{a=1}^{3}\right\}$, and with the source and sink terms 80, 101, 81]

$$
\begin{align*}
& R_{\mathrm{fp}}=J \zeta_{\mathrm{fp}}\left\langle\frac{\mathfrak{c}_{\mathrm{a}}-\mathfrak{c}_{\mathrm{cr}}}{\mathfrak{c}_{\mathrm{env}}-\mathfrak{c}_{\mathrm{cr}}}\right\rangle_{+}\left[1-\frac{\delta_{1}\langle\bar{\sigma}\rangle_{+}}{\delta_{2}+\langle\bar{\sigma}\rangle_{+}}\right] \underbrace{\frac{J-J_{\gamma} \Phi_{\mathrm{s} \nu}}{J \varphi_{\mathrm{fR}}}}_{=\varphi_{\mathrm{f}} / \varphi_{\mathrm{fR}}} \underbrace{\frac{J_{\gamma} \Phi_{\mathrm{s} \nu}}{J}}_{=\varphi_{\mathrm{s}}} \mathfrak{c}_{\mathrm{p}},  \tag{27a}\\
& R_{\mathrm{nf}}=-J \zeta_{\mathrm{nf}} \frac{J_{\gamma} \Phi_{\mathrm{s} \nu}}{J}\left(1-\mathfrak{c}_{\mathrm{p}}\right),  \tag{27b}\\
& R_{\mathrm{ap}}=-J \zeta_{\mathrm{ap}} \frac{\mathfrak{c}_{\mathrm{a}}}{\mathfrak{c}_{\mathrm{a}}+\mathfrak{c}_{0}} \frac{J_{\gamma} \Phi_{\mathrm{s} \nu}}{J} \mathfrak{c}_{\mathrm{p}},  \tag{27c}\\
& R_{\mathrm{pn}}=-J \zeta_{\mathrm{pn}}\left\langle 1-\frac{\mathfrak{c}_{\mathrm{a}}}{\mathfrak{c}_{\mathrm{cr}}}\right\rangle_{+} \frac{J \gamma \Phi_{\mathrm{s} \nu}}{J} \mathfrak{c}_{\mathrm{p}} . \tag{27~d}
\end{align*}
$$

In Equations 27a 27 c$), \zeta_{\mathrm{fp}}, \zeta_{\mathrm{nf}}, \zeta_{\mathrm{ap}}$ and $\zeta_{\mathrm{pn}}$ are constants indicating the characteristic time scales with which the interstitial fluid is absorbed by the proliferating cells, the necrotic cells go into the fluid, nutrients are consumed, and proliferating cells die, respectively. The operator $\langle f\rangle_{+}:=\max \{0, f\}$ represents Macaulay's brackets, which return the positive part of a function $f$. Moreover, $\mathfrak{c}_{\mathrm{cr}}$ is a critical value for the nutrients' mass fraction and $\mathfrak{c}_{\text {env }}$ refers to the concentration of nutrients present in the surrounding of the tumour. In order for growth to occur, it is necessary that $R_{\mathrm{fp}}=J r_{\mathrm{fp}}>0$, i.e., it must hold that $\mathfrak{c}_{\mathrm{a}}>\mathfrak{c}_{\mathrm{cr}}$, provided $\mathfrak{c}_{\mathrm{env}}>\mathfrak{c}_{\mathrm{cr}}$. We also mention that the mass source $R_{\mathrm{fp}}$ features the term in square brackets depending on $\bar{\sigma}:=-\frac{1}{3} \operatorname{tr} \boldsymbol{\sigma}$, which is introduced in order to describe the fact that growth can be modulated by mechanical stress, thereby giving rise to a phenomenon known as mechanotransduction [81, 80, 50, 56]. Finally, the product of the last three factors in Equation (27a) describes the fact that, to allow for the transfer of mass from the fluid to the proliferating cells, there must be a nonzero volumetric fraction of the fluid phase and of the solid phase as well as a nonzero mass fraction of the proliferating cells. Macaulay's brackets in Equation (27d) ensure that the proliferating cells become necrotic, i.e., $R_{\mathrm{pn}}<0$ when $\mathfrak{c}_{\mathrm{a}}<\mathfrak{c}_{\mathrm{cr}}$, and $R_{\mathrm{pn}}=0$ otherwise. Equation (27b) assumes that $R_{\mathrm{nf}}$ is linear in the volumetric fraction of the solid phase and in the mass fraction of the necrotic cells, i.e., $1-\mathfrak{c}_{\mathrm{p}}$, while $R_{\text {ap }}$ establishes that the magnitude with which the nutrients are "eaten" by the proliferating cells depends on the ratio $\mathfrak{c}_{\mathrm{a}} / \mathfrak{c}_{0}$, with $\left.\left.\mathfrak{c}_{0} \in\right] 0,1\right]$ being a reference value of the nutrients' concentration that modulates their consumption. We refer the Reader to [81, 80, 101, 56] for further details on these terms, and for their generalisation to include growth-induced structural transformations.

Finally, we recall that the main goal of our model is to quantify the impact of the non-local diffusion of the nutrients, accounted for by $\boldsymbol{Y}_{\alpha}$, on the overall evolution of the tumour, i.e., on all the unknowns of the model. We note that, apart from the presence of the fractional mass flux vector $\boldsymbol{Y}_{\alpha}$, our model is the same as the one presented in [80] and extended in [101, [56].

### 6.2 Numerical aspects

The model summarised in Equation (26) features ordinary differential equations, partial differential equations and an integro-differential equation of fractional type. Since the model is formulated for a bounded domain and many couplings and nonlinearities are accounted for, the usual techniques adopted in Fractional Calculus for linear problems, such as the Fourier and Laplace transforms, cannot be used. Consequently, we need to resort to numerical techniques. In particular, we solve

Equations 26a) - 26e by means of a FE scheme that we need to adapt to our purposes in order to take fractional derivatives into account. Here, we do not intend to go into the details of the numerical scheme, which is out of the scope of this work. Nevertheless, we intend to give some insights about the most important computational aspects of our work, while the numerical solutions are obtained by using COMSOL Multiphysics $($ ).

Classical FE techniques [55, 103 have been used for solving numerically Equations (26a), (26b), (26d) and (26e), while Equation (26c) has required a special care. To this end, we report explicitly only the weak formulation corresponding to it. Before doing this, we denote with $(\partial \mathscr{B})_{\mathrm{D}}$ and $(\partial \mathscr{B})_{\mathrm{N}}$ the Dirichlet and Neumann boundaries of $\mathscr{B}$, respectively, and assume $\partial \mathscr{B}=(\partial \mathscr{B})_{\mathrm{D}} \sqcup(\partial \mathscr{B})_{\mathrm{N}}$. Furthermore, by using the standard formalism for Sobolev spaces [16], and using the space of virtual concentrations, $\check{\mathcal{C}}_{\mathrm{R}}:=\left\{\check{\mathfrak{c}} \in H^{1}(\mathscr{B})\right.$ s.t. $\left.\left.\check{\mathfrak{c}}\right|_{(\partial \mathscr{B})_{\mathrm{D}}}=0\right\}$, we have that, for all $\check{\mathfrak{c}} \in \check{\mathcal{C}}_{\mathrm{R}}$, the following weak form applies

$$
\begin{align*}
& \int_{\mathscr{B}}\left\{\varrho_{\mathrm{f}}\left[J-J_{\gamma} \Phi_{\mathrm{s} \nu}\right] \dot{\mathfrak{c}}_{\mathrm{a}}-\varrho_{\mathrm{f}}[\boldsymbol{K} \operatorname{Grad} \mathfrak{p}] \operatorname{Grad} \mathfrak{c}_{\mathrm{a}}-\mathfrak{c}_{\mathrm{a}} R_{\mathrm{s}}-R_{\mathrm{ap}}\right\} \check{\mathfrak{c}} \mathrm{dV} \\
& \quad-\int_{\mathscr{B}} \boldsymbol{Y}_{\alpha} \mathrm{Grad} \check{\mathfrak{c}} \mathrm{dV}+\int_{(\partial \mathscr{B})_{\mathrm{N}}} \boldsymbol{Y}_{\alpha} \cdot \boldsymbol{N} \check{\mathfrak{c}} \mathrm{dS}=0 \tag{28}
\end{align*}
$$

where $\boldsymbol{N}$ is the field of unit vectors normal to $(\partial \mathscr{B})_{\mathrm{N}}$ while $\boldsymbol{Y}_{\alpha}$ is given in Equation (21), so that the second volume integral of Equation (28) (without the sign) becomes

$$
\begin{align*}
& \int_{\mathscr{B}} \boldsymbol{Y}_{\alpha}(X, t) \operatorname{Grad} \check{\mathfrak{c}}(X, t) \mathrm{dV}(X) \\
& =-\varrho_{\mathrm{f}} \int_{\mathscr{B}}\left\{\int_{\mathscr{B}}[\operatorname{Grad} \check{\mathfrak{c}}(X, t)] \boldsymbol{D}_{\alpha}(X, \tilde{X}, t)\left[\operatorname{Grad} \mathfrak{c}_{\mathrm{a}}(\tilde{X}, t)\right] \mathrm{dV}(\tilde{X})\right\} \mathrm{dV}(X) . \tag{29}
\end{align*}
$$

After applying a backward Euler scheme for the time derivative, a linearisation procedure, and Galerkin method, Equation (28) leads to a system of algebraic equations that, except for a non-local stiffness matrix, arising from the double integral in Equation (29), is similar to the one obtained in standard FE approaches. From a numerical point of view, the non-local stiffness matrix reflects a long range coupling among the elements in the spatial discretisation. Indeed, it is worth noting that, in the construction of the non-local stiffness matrix, the cross integrations between the piecewise polynomial ansatz functions do not vanish as they would in the case of the stiffness matrix of a standard diffusion problem. That is, even though two discretisation nodes are far away from each other, the entry of the matrix corresponding to these nodes will be non-zero, because of the presence of the non-locality function $\hat{\mathfrak{f}}_{\alpha}$. This results into stiffness matrices that are denser, the stronger the non-locality is. In fact, this is a typical feature of the numerical study of non-local differential equations based on the use of FE methods (see for instance [47]). Still, as pointed out in [47], standard techniques for the solution of such equations, like Gauss elimination, can be used.

Before closing this section, we would like to remark that, in the simulations carried out in our work, the stiffness matrix associated with Equation 29 is symmetric and positive definite.

## 7 Benchmark problem and considerations on the nonlocality function

In this section, we specify a benchmark problem in order to simplify and solve the mathematical model given by Equations (26a)- 26 e . To this end, we make use of the problem proposed in [5], and recently investigated in [101, 56] to account for growth-induced inelastic distortions. By doing this, we intend to model the volumetric growth of an avascular tumour in a "jacketed" cylindrical sample (its deformation is restricted to be along the longitudinal axis only), and to investigate, how and to what extent, the non-local diffusivity properties of the nutrients influence the dynamics of the tissue. In the following, we assume that the problem complies with axial symmetry and that it is radially homogeneous regardless of how slender the cylindrical sample is. This will require suitable a priori restrictions on all the unknowns of the problem.

### 7.1 Description of the benchmark problem

As in [101, [56], we adopt the cylindrical coordinates $(R, \Theta, Z)$ and $(r, \vartheta, z)$, associated with the reference and the current configurations of the tumour, respectively. Moreover, we require the motion to satisfy with the conditions

$$
\begin{align*}
& \chi^{r}(R, \Theta, Z, t)=r=R  \tag{30a}\\
& \chi^{\vartheta}(R, \Theta, Z, t)=\vartheta=\Theta  \tag{30b}\\
& \chi^{z}(R, \Theta, Z, t)=z=Z+u(Z, t), \tag{30c}
\end{align*}
$$

where $u$ is the unknown axial component of displacement. In this situation, the tumour is allowed to expand itself solely along the axial direction and $\chi^{z}$ is the only unknown component of the motion, $\chi$. Additionally, to comply with the axial symmetry and with the radial homogeneity of the problem, the pressure $\mathfrak{p}$ is considered to be a function of the axial coordinate and time only. Another restriction pertains to the growth parameter $\gamma$, which is also assumed to depend only on $Z$ and $t$ (note that since the growth tensor $\boldsymbol{F}_{\gamma}=\gamma \boldsymbol{I}$ is spherical, it maintains the symmetries of the problem). Similar requirements also apply for the mass fraction of the proliferating cells, $\mathfrak{c}_{\mathrm{p}}$, as well as for the mass fraction of the nutrients, $\mathfrak{c}_{\mathrm{a}}$.

The motion we have assumed implies that the matrix representations of the deformation gradient tensor $\boldsymbol{F}$ and of the right Cauchy-Green deformation tensor $\boldsymbol{C}$ read

$$
\begin{align*}
& {[\boldsymbol{F}]=\operatorname{diag}\left\{1,1,1+u^{\prime}\right\}}  \tag{31a}\\
& {[\boldsymbol{C}]=\operatorname{diag}\left\{1,1,\left[1+u^{\prime}\right]^{2}\right\}} \tag{31b}
\end{align*}
$$

where $u^{\prime}$ denotes the derivative of $u$ in the axial direction. Since it holds that $J=\operatorname{det}(\boldsymbol{F})=1+u^{\prime}>$ $0, u^{\prime}$ must obey the inequality $u^{\prime}>-1$.

Additionally, the growth tensor admits the diagonal form

$$
\begin{equation*}
\left[\boldsymbol{F}_{\gamma}\right]=\operatorname{diag}\{\gamma, \gamma, \gamma\}, \quad \gamma>0 \tag{32}
\end{equation*}
$$

and, consequently, the elastic right Cauchy-Green deformation tensor $\boldsymbol{C}_{\mathrm{e}}$ has the representation

$$
\begin{equation*}
\left[\boldsymbol{C}_{\mathrm{e}}\right]=\operatorname{diag}\left\{\frac{1}{\gamma^{2}}, \frac{1}{\gamma^{2}}, \frac{\left[1+u^{\prime}\right]^{2}}{\gamma^{2}}\right\} . \tag{33}
\end{equation*}
$$

Because of Equations (31a), (31b), (32) and (33), of the symmetry properties of the pressure term $-J \mathfrak{p g}^{-1} \boldsymbol{F}^{-\mathrm{T}}$, and of the constitutive expression (13), the first Piola-Kirchhoff stress tensor $\boldsymbol{P}=-J \mathfrak{p g}^{-1} \boldsymbol{F}^{-\mathrm{T}}+\boldsymbol{P}_{\mathrm{sc}}$ has the diagonal representation

$$
\begin{equation*}
[\boldsymbol{P}]=\operatorname{diag}\left\{-J \mathfrak{p}+\left[\boldsymbol{P}_{\mathrm{sc}}\right]^{r R},-J \mathfrak{p}+\left[\boldsymbol{P}_{\mathrm{sc}}\right]^{\vartheta \Theta},-\mathfrak{p}+\left[\boldsymbol{P}_{\mathrm{sc}}\right]^{z Z}\right\} \tag{34}
\end{equation*}
$$

where each quantity featuring in each component of $\boldsymbol{P}$ is a function solely of $Z$ and time. Moreover, it applies that $\left[\boldsymbol{P}_{\text {sc }}\right]^{r R}=\left[\boldsymbol{P}_{\text {sc }}\right]^{\vartheta \Theta}$ and, thus, the balance of linear momentum (26e) in cylindrical coordinates reduces to

$$
\begin{equation*}
\frac{\partial}{\partial Z}\left(-\mathfrak{p}+\left[\boldsymbol{P}_{\mathrm{sc}}\right]^{z Z}\right)=0 . \tag{35}
\end{equation*}
$$

This result can be found also in other benchmark problems, such as the confined compression tests of articular cartilage, under symmetry assumptions similar to those made here. Therefore, Equation (35) constitutes a simplification obtained by virtue of symmetry and not by invoking the slenderness of the cylinder used in our benchmark (see Table 1).

Note also that, according to Equations (14) and (15), the conditions imposed on the deformation and on the growth tensor are such that $k_{0}$ depends, through $J$ and $J_{\gamma}$, only on the axial coordinate and on time. Moreover, the same conclusion can be drawn for the diffusivity $\mathfrak{d}_{\alpha}$, which, with slight abuse of notation, we express as $\mathfrak{d}_{\alpha}(Z, t)$ from here on.

By following the same reasoning that has led to Equation (35), and noticing that the only non-zero component of the mass flux $\boldsymbol{Q}$ is the axial one, i.e., $\boldsymbol{Q}^{Z}=-\boldsymbol{K}^{Z Z} \frac{\partial \mathfrak{p}}{\partial Z}$ with $\boldsymbol{K}^{Z Z}=$ $J k_{0}\left[\boldsymbol{C}^{-1}\right]^{Z Z}=k_{0} /\left(1+u^{\prime}\right)$, the continuity equation 26 d becomes

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial Z \partial t}-\frac{\partial}{\partial Z}\left(\frac{k_{0}}{1+u^{\prime}} \frac{\partial \mathfrak{p}}{\partial Z}\right)=0 \tag{36}
\end{equation*}
$$

The equations for $\mathfrak{c}_{\mathrm{p}}$ and $\gamma$, that is Equations 26a) and (26b), are scalar ODEs, and the fact that $\mathfrak{c}_{\mathrm{p}}$ and $\gamma$ depend only of $Z$ and $t$ is consistent with the symmetry properties of all the terms featuring in these equations. That said, a remark is in order for Equation (26b) to emphasise that the considered benchmark problem remains three-dimensional in spite of the axial symmetry and radial homogeneity that it enjoys. Indeed, looking at the source $R_{\mathrm{fp}}$ in Equation (27a), we notice that the mechanotransduction term (i.e., the term between brackets in Equation (27a)) features the trace of Cauchy stress tensor, which requires the evaluation of all the stress components, i.e., also of those in the radial and circumferential directions, these being non null because the cylinder is laterally jacketed. Therefore, we conclude that, even though the cylinder used for our benchmark problem is slender, with slenderness ratio $2 \cdot 10^{-2}$ (see the geometric data in Table 1), the problem itself necessitates to account for all the geometrical dimensions.

The last equation to consider is the balance law for $\mathfrak{c}_{\mathrm{a}}$ (see Equation (26c)) in which the non-standard mass flux $\boldsymbol{Y}_{\alpha}$ features, at least in principle, all the coordinates (i.e., also the radial and the circumferential coordinates) through the non-locality function $\mathfrak{F}_{\alpha}(X, \tilde{X}, t)=\hat{\mathfrak{f}}_{\alpha}(\chi(X, t)-$ $\chi(\tilde{X}, t))$. To maintain the axial symmetry of the problem and to eliminate the dependence of the nutrients' mass flux on the radial and circumferential coordinates, two paths may be followed. One is discussed in Section "Definition of the non-locality function" and, for consistency with the symmetry requirements introduced so far, it imposes to rephrase the non-locality function as a function of the axial coordinate only. However, another path - valid for the problem at hand-
could be to eliminate the dependence of the non-locality function on the radial and circumferential coordinate by taking advantage of the slenderness of the cylinder. To this end, we write the nonlocality function as

$$
\begin{equation*}
\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})=\mathfrak{f}_{0 \alpha} \frac{1}{\|x-\tilde{x}\|^{\alpha}}=\mathfrak{f}_{0 \alpha} \frac{1}{\left\|(z-\tilde{z}) \boldsymbol{e}_{z}+\boldsymbol{r}_{t}\right\|^{\alpha}} \tag{37}
\end{equation*}
$$

where $\boldsymbol{e}_{z}$ is the unit vector along which the cylinder's axis is directed, $\mathfrak{f}_{0 \alpha}$, with $\left.\alpha \in\right] 0,1[$, is an $\alpha$-dependent coefficient to be individuated, and $\boldsymbol{r}_{t}$ is a vector lying on the cross-section of the cylinder. Next, we rescale the axial vector $(z-\tilde{z}) \boldsymbol{e}_{z}$ by the undeformed length of the cylinder, i.e., $2 L_{\text {in }}$, and the transverse vector $\boldsymbol{r}_{t}$ by the cylinder diameter prior to deformation, i.e., $2 R_{\text {in }}$, so that Equation (37) becomes

$$
\begin{equation*}
\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})=\mathfrak{f}_{0 \alpha} \frac{1}{\left\|2 L_{\mathrm{in}} \boldsymbol{\rho}_{a}+2 R_{\mathrm{in}} \boldsymbol{\rho}_{t}\right\|^{\alpha}}=\frac{\mathfrak{f}_{0 \alpha}}{\left(2 L_{\mathrm{in}}\right)^{\alpha}} \frac{1}{\left\|\boldsymbol{\rho}_{a}+\left(R_{\mathrm{in}} / L_{\mathrm{in}}\right) \boldsymbol{\rho}_{t}\right\|^{\alpha}}, \tag{38}
\end{equation*}
$$

with $\boldsymbol{\rho}_{a}=(z-\tilde{z}) \boldsymbol{e}_{z} /\left(2 L_{\text {in }}\right)$ and $\boldsymbol{\rho}_{t}:=\boldsymbol{r}_{t} /\left(2 R_{\text {in }}\right)$. Now, since the slenderness ratio $R_{\text {in }} / L_{\text {in }}$ is $2 \cdot 10^{-2}$, we assume, within the first approximation, that the non-locality function can be truncated at the zero-th order in the slenderness ratio, thereby taking the expression

$$
\begin{equation*}
\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \approx \frac{\mathfrak{f}_{0 \alpha}}{\left(2 L_{\mathrm{in}}\right)^{\alpha}} \frac{1}{\left\|\boldsymbol{\rho}_{a}\right\|^{\alpha}}=\mathfrak{f}_{0 \alpha} \frac{1}{\left\|(z-\tilde{z}) \boldsymbol{e}_{z}\right\|^{\alpha}}=\mathfrak{f}_{0 \alpha} \frac{1}{|z-\tilde{z}|^{\alpha}} \tag{39}
\end{equation*}
$$

As discussed below, the coefficient $\mathfrak{f}_{0 \alpha}$ acquires the meaning of a normalisation factor.

### 7.2 Initial and boundary conditions

To solve Equations (26a)-(26e), we impose the same boundary and initial conditions used in [101, 56]. Specifically, at the initial instant of time we consider a reference configuration being characterised by the following relations

$$
\begin{equation*}
\chi^{r}(R, \Theta, Z, 0)=R, \quad \chi^{\vartheta}(R, \Theta, Z, 0)=\Theta, \quad \chi^{z}(R, \Theta, Z, 0)=Z \tag{40}
\end{equation*}
$$

where $R \in\left[0, R_{\mathrm{in}}\left[, \Theta \in\left[0,2 \pi\left[\right.\right.\right.\right.$ and $Z \in\left[-L_{\mathrm{in}},+L_{\mathrm{in}}\right]$, while $R_{\mathrm{in}}$ and $2 L_{\mathrm{in}}$ denote the radius and the length of the undeformed specimen. Besides, we enforce that, at $t=0$, necrotic cells are absent, i.e., $\mathfrak{c}_{\mathrm{p}}(R, \Theta, Z, 0)=1$, the fluid pressure is zero, i.e., $\mathfrak{p}(R, \Theta, Z, 0)=0$, the nutrients' mass fraction equals the environmental one, i.e., $\mathfrak{c}_{\mathrm{a}}(R, \Theta, Z, 0)=\mathfrak{c}_{\mathrm{env}}>0$, and the distribution of the growth parameter is homogeneous and unitary, i.e., $\gamma(R, \Theta, Z, 0)=1$. In addition, we consider the following boundary conditions

$$
\begin{array}{ll}
\left(-J p g^{-1} \boldsymbol{F}^{-\mathrm{T}}+\boldsymbol{P}_{\mathrm{sc}}\right) \cdot \boldsymbol{N}_{\mathrm{A}}=\mathbf{0}, & \text { on }(\partial \mathscr{B})_{\text {Left }} \text { and }(\partial \mathscr{B})_{\text {Right }} \\
(-\boldsymbol{K G r a d p}) \cdot \boldsymbol{N}_{\mathrm{C}}=0, & \text { on }(\partial \mathscr{B})_{\mathrm{C}} \\
\mathfrak{p}=0, & \text { on }(\partial \mathscr{B})_{\text {Left }} \text { and }(\partial \mathscr{B})_{\text {Right }}, \\
\mathfrak{c}_{\mathrm{a}}=\mathfrak{c}_{\mathrm{env}}, & \text { on }(\partial \mathscr{B})_{\text {Left }} \text { and }(\partial \mathscr{B})_{\text {Right }} \\
\boldsymbol{Y}_{\alpha} \cdot \boldsymbol{N}_{\mathrm{C}}=0, & \text { on }(\partial \mathscr{B})_{\mathrm{C}}
\end{array}
$$

where $\boldsymbol{N}_{\mathrm{A}}$ and $\boldsymbol{N}_{\mathrm{C}}$ are fields of unit vectors normal to $(\partial \mathscr{B})_{\mathrm{Left}} \cup(\partial \mathscr{B})_{\text {Right }}$ and to $(\partial \mathscr{B})_{\mathrm{C}}$, respectively, and $\partial \mathscr{B}=(\partial \mathscr{B})_{\text {Left }} \cup(\partial \mathscr{B})_{\text {Right }} \cup(\partial \mathscr{B})_{\mathrm{C}}$. Specifically, $(\partial \mathscr{B})_{\text {Left }}$ and $(\partial \mathscr{B})_{\text {Right }}$ are the left and the right surfaces at the extremities of $\mathscr{B}$, and $(\partial \mathscr{B})_{\mathrm{C}}$ is the lateral boundary.

### 7.3 Definition of the non-locality function

A classical approach for defining $\hat{\mathfrak{f}}_{\alpha}$ is to adopt a power-law that decays in space. To our knowledge, this is customary for problems that are a priori formulated as one-dimensional and in which $\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$ is assumed to be proportional to the reciprocal of $|x-\tilde{x}|^{\alpha}$, with $x$ and $\tilde{x}$ being points of the real line or of an interval of finite length [112, [11, [108, 22, [105]. This choice permits to "import", with slight modifications, the definitions of the fractional derivatives in time (see e.g. [9]) to the fractional differentiation in space. However, in some situations it is necessary to assess an a priori relationship between the dimensionality of the problem under study and the non-locality that must - or may - be resolved, once the dimensionality has been settled. Indeed, in a three-dimensional problem endowed with the symmetry and homogeneity properties we are dealing with, the only non-zero partial derivative of the concentration is the one along the axial direction. In such a situation, the axial mass flux reads

$$
\begin{equation*}
\left[\boldsymbol{y}_{\alpha}(x, t)\right]^{z}=-\varrho_{\mathrm{f}} \int_{\mathscr{B}_{t}} \hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}) \mathfrak{d}_{\alpha}(\tilde{z}, t) \partial_{\tilde{z}} c_{\mathrm{a}}(\tilde{z}, t) \operatorname{dv}(\tilde{x}), \tag{42}
\end{equation*}
$$

whereas the radial and the circumferential components of the flux are zero. Note that we are using here the customary formalism for cylindrical coordinates, so that $\tilde{x}=(\tilde{r}, \tilde{\vartheta}, \tilde{z})$. As anticipated before, the expression for $\left[\boldsymbol{y}_{\alpha}(x, t)\right]^{z}$ reminds the definition of fractional gradient given in [113], with the difference that a volume integral is used in (42) and that all the components of $x-\tilde{x}$ are considered

In spite of the fact that the problem is one-dimensional from the point of view of its symmetries, the axial flux is still determined by an integration over the three-dimensional region $\mathscr{B}_{t}$, and $\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$ describes, as it stands, a non-locality in three dimensions (trivially, because $x-\tilde{x}$ is a vector of a three-dimensional vector space). Therefore, the component of $(x-\tilde{x})$ along the radial or the circumferential direction will influence the axial mass flux, even though the problem was claimed to enjoy axial symmetry and to be independent of the radial coordinate. This result, however, may be physically unsound. Indeed, one would expect non-locality to be coherent with the symmetries of the problem, even though the integral of Equation (42) is over the whole configuration $\mathscr{B}_{t}$, thereby maintaining the physical dimensionality of the problem itself.

To address this issue, we need to take into account how the symmetries of the problem under investigation influence the non-locality in the relationship between $\boldsymbol{y}_{\alpha}$ and $c_{\mathrm{a}}$. Consequently, the non-locality function $\hat{\mathfrak{f}}_{\alpha}$ in Equation (42) is re-defined as

$$
\begin{equation*}
\left.\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x}):=\hat{\mathfrak{h}}_{\alpha}(z-\tilde{z})=\frac{1}{\mathcal{N}(\alpha)} \frac{1}{|z-\tilde{z}|^{\alpha}}, \quad \alpha \in\right] 0,1[, \tag{43}
\end{equation*}
$$

where $\mathcal{N}(\alpha)$ is a normalisation factor to be determined. From Equations (42) and (43), we notice that the physical dimensions of the fractional diffusivity, $\mathfrak{d}_{\alpha}$, are $L^{1+\alpha} T^{-1}$, where $L$ and $T$ stand for the characteristic "length" and the characteristic "time" of the non-local diffusion process, respectively. Thus, when $\alpha$ tends to 1 (from below), we recover the physical dimensions of the standard diffusivity.

By substituting Equation (43) into Equation (42), and recalling that $\left.\mathscr{B}_{t}=\mathscr{C}_{\mathrm{R}} \times\right]-\ell(t),+\ell(t)$ [ (where $\mathscr{C}_{\mathrm{R}}$ is the cross-section of the cylinder and $2 \ell(t)$ is its variable axial length), we obtain the much simpler expression

$$
\begin{equation*}
\left[\boldsymbol{y}_{\alpha}(x, t)\right]^{z} \equiv y_{\alpha}^{z}(z, t)=-\frac{\varrho_{\mathrm{f}} \pi R_{\mathrm{in}}^{2}}{\mathcal{N}(\alpha)} \int_{-\ell(t)}^{+\ell(t)} \frac{1}{|z-\tilde{z}|^{\alpha}} \mathfrak{d}_{\alpha}(\tilde{z}, t) \partial_{\tilde{z}} c_{\mathrm{a}}(\tilde{z}, t) \mathrm{d} \tilde{z} \tag{44}
\end{equation*}
$$

For the Equation (44) to be physically sound, it has to return the axial component of the standard mass flux vector in the limit $\alpha \rightarrow 1^{-}$. Unfortunately, proving this result for problems defined over bounded domains is not possible without knowing $c_{\mathrm{a}}$. On the contrary, this difficulty does not arise in problems defined over unbounded domains, because, with the aid of the Fourier transform, it is possible to do the following reasoning:

- Introduce the auxiliary notation $\psi_{\alpha}^{z}(\tilde{z}, t):=-\varrho_{\mathrm{f}} \mathfrak{d}_{\alpha}(\tilde{z}, t) \partial_{z} c_{\mathrm{a}}(\tilde{z}, t)$, and assume to prolong $y_{\alpha}^{z}(z, t)$ to the whole real line, so that Equation (44) becomes

$$
\begin{align*}
y_{\alpha}^{z}(z, t) & =-\frac{\varrho_{\mathrm{f}} \pi R_{\text {in }}^{2}}{\mathcal{N}(\alpha)} \int_{-\infty}^{+\infty} \frac{1}{|z-\tilde{z}|^{\alpha}} \mathfrak{d}_{\alpha}(\tilde{z}, t) \partial_{\tilde{z}} c_{\mathrm{a}}(\tilde{z}, t) \mathrm{d} \tilde{z} \\
& =\pi R_{\mathrm{in}}^{2} \int_{-\infty}^{+\infty} \hat{\mathfrak{h}}_{\alpha}(z-\tilde{z}) \psi_{\alpha}^{z}(\tilde{z}, t) \mathrm{d} \tilde{z} \\
& =\pi R_{\mathrm{in}}^{2}\left[\hat{\mathfrak{h}}_{\alpha} * \psi_{\alpha}^{z}(\cdot, t)\right](z), \tag{45}
\end{align*}
$$

thereby expressing $y_{\alpha}^{z}(z, t)$ as the convolution product between $\hat{\mathfrak{h}}_{\alpha}$ and $\psi_{\alpha}^{z}(\cdot, t)$.

- Compute the Fourier transform of $y_{\alpha}^{z}(z, t)$ as written in Equation (45), i.e.,

$$
\begin{align*}
\mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi) & :=\int_{-\infty}^{+\infty} y_{\alpha}^{z}(z, t) \exp (-\mathrm{i} \xi z) \mathrm{d} z \\
& =\pi R_{\mathrm{in}}^{2} \mathscr{F}\left[\hat{\mathfrak{h}}_{\alpha}\right](\xi) \mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi) \\
& =\pi R_{\mathrm{in}}^{2} \frac{2 \Gamma(1-\alpha)}{\mathcal{N}(\alpha)} \sin \left(\frac{\alpha \pi}{2}\right)|\xi|^{\alpha-1} \mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi), \tag{46}
\end{align*}
$$

where $\xi \in \mathbb{R} \backslash\{0\}$ is the wave number, $\Gamma(\cdot)$ is the Euler Gamma function and we used the Fourier transform of $\hat{\mathfrak{h}}_{\alpha}$, i.e.,

$$
\begin{equation*}
\mathscr{F}\left[\hat{\mathfrak{h}}_{\alpha}\right](\xi)=\frac{2 \Gamma(1-\alpha)}{\mathcal{N}(\alpha)} \sin \left(\frac{\alpha \pi}{2}\right)|\xi|^{\alpha-1} \tag{47}
\end{equation*}
$$

Since $\mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi)$ is proportional to the product of $\mathscr{F}\left[\hat{\mathfrak{h}}_{\alpha}\right](\xi)$ and $\mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi)$, one can identify the non-local contribution of the mass flux with $\mathscr{F}\left[\hat{\mathfrak{h}}_{\alpha}\right](\xi)$, given in Equation (47).
Note that, if $\mathfrak{d}_{\alpha}(z, t)$ and $c_{\mathrm{a}}(z, t)$ are both assumed to be even with respect to $z=0$-an assumption that is consistent with the hypothesis, done later, that the considered problem is symmetric with respect to $z=0-, \mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi)$ can be prolonged to $\xi=0$ and is null for this value. To see this, we first rewrite $\mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi)$ as

$$
\begin{equation*}
\mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi)=-\varrho_{\mathrm{f}} \int_{-\infty}^{+\infty} \mathfrak{d}_{\alpha}(z, t) \partial_{z} c_{\mathrm{a}}(z, t) \exp (-\mathrm{i} \xi z) \mathrm{d} z \tag{48}
\end{equation*}
$$

Then, we notice that $\mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](0)$ is zero, because $\mathfrak{d}_{\alpha}(z, t)$ is even and $\partial_{z} c_{\mathrm{a}}(z, t)$ is odd with respect to $z=0$ for all times. Moreover, because of this result, it also holds that $\lim _{\xi \rightarrow 0}|\xi|^{\alpha-1} \mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi)=0$, and, consequently, $\lim _{\xi \rightarrow 0} \mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi)=0$ too.

- Compute the limit of $\mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi)$ for $\alpha \rightarrow 1^{-}$, and find $\mathcal{N}(\alpha)$ such that

$$
\begin{align*}
\lim _{\alpha \rightarrow 1^{-}} \mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi) & =\lim _{\alpha \rightarrow 1^{-}} \mathscr{F}\left[\psi_{\alpha}^{z}(\cdot, t)\right](\xi) \\
& =\mathscr{F}\left[-\varrho_{\mathrm{f}} \mathfrak{d}_{1}(\cdot, t) \partial_{z} c_{\mathrm{a}}(\cdot, t)\right](\xi), \tag{49}
\end{align*}
$$

with $\mathfrak{d}_{1}(\tilde{z}, t):=\lim _{\alpha \rightarrow 1^{-}} \mathfrak{d}_{\alpha}(\tilde{z}, t)$. We emphasise that this limit is taken uniformly with respect to the pairs $(\tilde{z}, t)$ and, in particular, looking at Equation (24), it turns out to be uniform with respect to the motion, so that it is intended as

$$
\begin{align*}
\lim _{\alpha \rightarrow 1^{-}} \mathfrak{d}_{\alpha}(\tilde{z}, t) & =\lim _{\alpha \rightarrow 1^{-}} \mathfrak{d}_{\alpha}\left(\chi^{z}(\tilde{X}, t), t\right)=\frac{J(\tilde{X}, t)-J_{\gamma}(\tilde{X}, t) \Phi_{\mathrm{s} \nu}}{J(\tilde{X}, t)} \lim _{\alpha \rightarrow 1^{-}} \mathfrak{d}_{\mathrm{R} \alpha} \\
& =\frac{J(\tilde{X}, t)-J_{\gamma}(\tilde{X}, t) \Phi_{\mathrm{s} \nu}}{J(\tilde{X}, t)} \mathfrak{d}_{\mathrm{R} 1} \tag{50}
\end{align*}
$$

where, in our model, $\mathfrak{d}_{\mathrm{R} 1}$ is a constant having the physical dimensions of a standard diffusivity coefficient. In particular, to meet this requirement, we choose $\mathfrak{d}_{\mathrm{R} \alpha}$ as

$$
\begin{equation*}
\mathfrak{o}_{\mathrm{R} \alpha}:=d_{\mathrm{R}} L^{\alpha-1} \tag{51}
\end{equation*}
$$

with $d_{\mathrm{R}}$ being a constant reference value for the standard diffusivity coefficient [13], so that $\mathfrak{d}_{\mathrm{R} 1}=d_{\mathrm{R}}$.

One possible way to comply with Equation (49) is that $\mathcal{N}(\alpha)$ satisfies the relation

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1^{-}} \frac{2 \Gamma(1-\alpha) \pi R_{\mathrm{in}}^{2}}{\mathcal{N}(\alpha)}=1 \tag{52}
\end{equation*}
$$

Then, for Equation (44) to be (up to the diffusivity $\mathfrak{d}_{\alpha}$ ) Caputo's symmetrised fractional derivative of the mass fraction, $c_{\mathrm{a}}$, which is defined over the interval $]-\ell(t),+\ell(t)[$, we choose the stronger condition

$$
\begin{equation*}
\left.\mathcal{N}(\alpha)=2 \Gamma(1-\alpha) \pi R_{\mathrm{in}}^{2}, \quad \alpha \in\right] 0,1[ \tag{53}
\end{equation*}
$$

Clearly, Equation (53) represents a "guess", because we are unable to compute directly the normalisation factor for a bounded interval. Nevertheless, plugging Equation (53) into Equation (44) yields

$$
\begin{equation*}
y_{\alpha}^{z}(z, t)=-\frac{\varrho_{\mathrm{f}}}{2 \Gamma(1-\alpha)} \int_{-\ell(t)}^{+\ell(t)} \frac{1}{|z-\tilde{z}|^{\alpha}} \mathfrak{d}_{\alpha}(\tilde{z}, t) \partial_{\tilde{z}} c_{\mathrm{a}}(\tilde{z}, t) \mathrm{d} \tilde{z} \tag{54}
\end{equation*}
$$

which, apart from the spatial dependence of the fractional diffusivity $\mathfrak{d}_{\alpha}(\tilde{z}, t)$, coincides with the definition of fractional mass flux in one dimension used by other Authors, see for instance [89, 35] and the references therein. Furthermore, in the case in which the fractional diffusivity can be factorised outside the integral operator, e.g. by setting $\mathfrak{d}_{\alpha}(\tilde{z}, t)=\mathfrak{d}_{0 \alpha}$, the axial mass flux becomes proportional to the symmetrised Caputo fractional derivative of order $\alpha$ of $c_{\mathrm{a}}$ [9].

Remark 3 ((On the normalisation factor)) We notice that, apart from the presence of the area of the cylinder's cross-section $\left|\mathscr{C}_{\mathrm{R}}\right|=\pi R_{\mathrm{in}}^{2}$, the expression of the normalisation factor $\mathcal{N}(\alpha)$ given in Equation (53) coincides with the one used in other works (see e.g. [112, [11, [22]). Nevertheless, by looking at Equation (46), one can see that other definitions of the normalisation factor can be employed which satisfy the condition of Equation (49). Indeed, if the limit in Equation (52) is rephrased as

$$
\begin{equation*}
\lim _{\alpha \rightarrow 1^{-}} \frac{2 \Gamma(1-\alpha) \sin (\alpha \pi / 2) \pi R_{\text {in }}^{2}}{\hat{\mathcal{N}}(\alpha)}=1 \tag{55}
\end{equation*}
$$

where $\hat{\mathcal{N}}(\alpha)$ is the new normalisation factor sought for, then, upon following the reasoning leading to Equation (53), one can take $\hat{\mathcal{N}}(\alpha)$ as

$$
\begin{equation*}
\hat{\mathcal{N}}(\alpha):=2 \Gamma(1-\alpha) \sin (\alpha \pi / 2) \pi R_{\mathrm{in}}^{2}, \tag{56}
\end{equation*}
$$

thereby automatically satisfying Equation (55). Then, by using $\hat{\mathcal{N}}(\alpha)$ in Equation (44) in lieu of $\mathcal{N}(\alpha)$, the axial mass flux can be written as

$$
\begin{align*}
\hat{y}_{\alpha}^{z}(z, t) & =-\frac{\varrho_{\mathrm{f}}}{2 \Gamma(1-\alpha) \sin (\alpha \pi / 2)} \int_{-\ell(t)}^{+\ell(t)} \frac{1}{|z-\tilde{z}|^{\alpha}} \mathfrak{d}_{\alpha}(\tilde{z}, t) \partial_{\tilde{z}} c_{\mathrm{a}}(\tilde{z}, t) \mathrm{d} \tilde{z} \\
& =\mathscr{I}_{-\ell(t),+\ell(t)}^{1-\alpha}\left[-\varrho_{\mathrm{f}} \mathfrak{d}_{\alpha} \partial_{\tilde{z}} c_{\mathrm{a}}\right](z, t), \tag{57}
\end{align*}
$$

where $\mathscr{I}_{-\ell(t),+\ell(t)}^{1-\alpha}\left[-\varrho_{\mathrm{f}} \mathfrak{d}_{\alpha} \partial_{\tilde{z}} c_{\mathrm{a}}\right]$ is the one-dimensional Riesz potential of $-\varrho_{\mathrm{f}} \mathfrak{d}_{\alpha} \partial_{\tilde{z}} c_{\mathrm{a}}$, but with integration limits $\pm \ell(t)$ instead of $\pm \infty$ (see [104] page 223). For this reason, one may refer to Equation (57) as a "truncated" Riesz potential [38].

At this point, two comments are in order. First, we note that, for $\alpha \rightarrow 1^{-}$, both choices of the normalisation factor lead to the same result and, consequently, the mass flux obtained for $\alpha \rightarrow 1^{-}$ is the same in both formulations. However, something different occurs for $\alpha \rightarrow 0^{+}$. Indeed, by looking at Equation (46), if the normalisation factor $\mathcal{N}(\alpha)$ is used, we obtain, for $\xi \neq 0$, that

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0^{+}} \mathscr{F}\left[y_{\alpha}^{z}(\cdot, t)\right](\xi)=0, \tag{58}
\end{equation*}
$$

which suggests that the flux of the species is null for $\alpha \rightarrow 0^{+}$. On the contrary, if in Equation (46) $\mathcal{N}(\alpha)$ is replaced with $\hat{\mathcal{N}}(\alpha)$, one obtains, for $\xi \neq 0$,

$$
\begin{equation*}
\lim _{\alpha \rightarrow 0^{+}} \mathscr{F}\left[\hat{y}_{\alpha}^{z}(\cdot, t)\right](\xi)=|\xi|^{-1} \mathscr{F}\left[-\varrho_{\mathbf{f}} \mathrm{d}_{0}(\cdot, t) \partial_{z} c_{\mathrm{a}}(\cdot, t)\right](\xi), \tag{59}
\end{equation*}
$$

with $\mathfrak{d}_{0}=\lim _{\alpha \rightarrow 0^{+}} \mathfrak{d}_{\alpha}$, thereby implying, in general, a non-zero flux. In view of the above results and of the normalisation factor used by other Authors[89, [35, [11, [105], we prefer to employ $\mathcal{N}(\alpha)$ as normalisation factor in the remainder of this work. Besides, in this way, the model is able to account for a wider range of diffusion situations, from no diffusion to standard diffusion. Nevertheless, for completeness in our study, in Section "Results and discussion", we provide a comparison between the approach involving $\mathcal{N}(\alpha)$ and that involving $\hat{\mathcal{N}}(\alpha)$.

Now, the restrictions imposed on the motion imply that the only component of interest of the deformation gradient tensor is given by $[\boldsymbol{F}(X, t)]^{z} Z=1+u^{\prime}(Z, t)$. Thus, by taking into account Equation (25), the material fractional diffusivity tensor can be rephrased as follows

$$
\begin{equation*}
\left[\mathfrak{D}_{\alpha}(X, \tilde{X}, t)\right]^{Z Z}=\mathfrak{d}_{\mathrm{R} \alpha} \frac{1+u^{\prime}(\tilde{Z}, t)-J_{\gamma}(\tilde{Z}, t) \Phi_{\mathrm{s} \nu}}{\left[1+u^{\prime}(Z, t)\right]\left[1+u^{\prime}(\tilde{Z}, t)\right]}, \tag{60}
\end{equation*}
$$

whereas the definition (43) implies that $\mathfrak{F}_{\alpha}$, given in Equation (22b), can be rephrased as a function of $Z, \tilde{Z}$ and $t$, i.e.,

$$
\begin{equation*}
\left.\mathfrak{F}_{\alpha}(X, \tilde{X}, t)=\mathfrak{H}_{\alpha}(Z, \tilde{Z}, t)=\frac{1}{2 \Gamma(1-\alpha) \pi R_{\mathrm{in}}^{2}} \frac{1}{|Z+u(Z, t)-\tilde{Z}-u(\tilde{Z}, t)|^{\alpha}}, \quad \alpha \in\right] 0,1[. \tag{61}
\end{equation*}
$$

Finally, by substituting Equation (60) into Equation (23b), and taking into account relation (22b), the only non-zero component of the material fractional mass flux vector, $\boldsymbol{Y}_{\alpha}$, is the one along the axial direction, and represents the backward Piola transform of Equation (44), i.e.,

$$
\begin{equation*}
Y_{\alpha}^{Z}(Z, t)=-\frac{\varrho_{\mathrm{f}}}{2 \Gamma(1-\alpha)} \int_{-L_{\mathrm{in}}}^{+L_{\mathrm{in}}} \mathfrak{d}_{\mathrm{R} \alpha} \frac{\left[1+u^{\prime}(\tilde{Z}, t)-J_{\gamma}(\tilde{Z}, t) \Phi_{\mathrm{s} \nu}\right]}{|Z+u(Z, t)-\tilde{Z}-u(\tilde{Z}, t)|^{\alpha}} \frac{\mathfrak{c}_{\mathrm{a}}^{\prime}(\tilde{Z}, t)}{\left[1+u^{\prime}(\tilde{Z}, t)\right]} \mathrm{d} \tilde{Z} \tag{62}
\end{equation*}
$$

Looking at Equations (61) and (62), we remark that, in contrast to what is usually assumed in the "standard" setting of Fractional Calculus, both $\mathfrak{H}_{\alpha}$ and $Y_{\alpha}^{Z}$ depend on the displacement field, rather than depending on the difference between $Z$ and $\tilde{Z}$, only. As anticipated in the Introduction, this result is one of the most relevant novelties of our work, as it prescribes that the non-locality evolves with the change of configuration of the system. Moreover, since in our framework the displacement is driven by growth (even though $u$ and $\gamma$ are formally independent variables), we conclude that the non-locality of the problem is related also to the variation of the tissue's internal structure, as modelled by $\gamma$.

## 8 Results and discussion

In this section, we study the impact of the non-local diffusion of nutrients on the benchmark problem specified above. For this scope, we distinguish between two mathematical models, both characterised by Equations (26a)-(26e). The first model, referred to as fractional model, describes the growth of the considered avascular tumour in the case in which the diffusion of the nutrients is governed by the non-local constitutive law (62). The second model, denominated standard model, describes the growth of the tumour by employing the same governing equations (26a)-(26e), with the only difference being that the nutrients' diffusive mass flux vector is expressed by standard Fick's law, i.e.,

$$
\begin{equation*}
\boldsymbol{Y}_{\mathrm{std}}(X, t)=-\varrho_{\mathrm{f}} \boldsymbol{D}(X, t) \operatorname{Grad}_{\mathrm{a}}(X, t) \tag{63}
\end{equation*}
$$

where "std" stands for "standard", and $\boldsymbol{D}$ is the material diffusivity tensor, given by [101, 56]

$$
\begin{equation*}
\boldsymbol{D}(X, t)=\left(J(X, t)-J_{\gamma}(X, t) \Phi_{\mathrm{s} \nu}\right) d_{\mathrm{R}} \boldsymbol{C}^{-1}(X, t) \tag{64}
\end{equation*}
$$

We notice that both models, i.e., the fractional and the standard one, share the same set of parameters except for the reference diffusivities $\mathfrak{d}_{\mathrm{R} \alpha}$ and $d_{\mathrm{R}}$. Note also that Equation (64) can be obtained from (25) by setting $\tilde{X}=X$ and then taking the limit for $\alpha \rightarrow 1^{-}$, i.e., $\lim _{\alpha \rightarrow 1^{-}} \mathfrak{D}_{\alpha}(X, X, t)=$ $\boldsymbol{D}(X, t)$.

For the purposes of our work, one should not fix $\mathfrak{d}_{\mathrm{R} \alpha}$ independently of $d_{\mathrm{R}}$. Indeed, in order to compare the results of the non-local model with those of the local one, $\mathfrak{d}_{\mathrm{R} \alpha}$ must depend on $d_{\mathrm{R}}$ in such a way that it tends to $d_{\mathrm{R}}$ in the limit $\alpha \rightarrow 1^{-}$. For this reason, and taking into account
that there exist several experimental works in which the standard diffusivity of species in biological tissues has been measured (see e.g. [62, 59]), we use for $\mathfrak{D}_{\mathrm{R} \alpha}$ the definition given in Equation (51), and we set $L=2 L_{\mathrm{in}}$. In Table 1, we provide the list of all the parameters used in our simulations. We remark that, due to the symmetries of the benchmark problem studied in this work, in the following we report the profile of the main quantities of interest restricted to half of the domain, i.e., $\left[0, L_{\text {in }}\right]$.

Table 1: List of parameters used in the numerical simulations.

| Parameter | Unit | Value | Equation | Reference |
| :---: | :---: | :---: | :---: | :---: |
| $L_{\text {in }}$ | cm | 0.500 | (44) | [101] |
| $R_{\text {in }}$ | cm | $1.000 \cdot 10^{-2}$ | (62) | [101] |
| $\lambda$ | Pa | $1.333 \cdot 10^{4}$ | (12) | [11] |
| $\mu$ | Pa | $1.999 \cdot 10^{4}$ | (12) | [111] |
| $k_{\text {R }}$ | $\mathrm{m}^{2} /(\mathrm{Pas})$ | $4.875 \cdot 10^{-13}$ | 15) | [62] |
| $m_{0}$ | - | 0.0848 | 15) | [62] |
| $m_{1}$ | - | 4.638 | (15) | [62] |
| $d_{\text {R }}$ | $\mathrm{m}^{2} / \mathrm{s}$ | $3.200 \cdot 10^{-9}$ | (51) | [107] |
| $\zeta_{\text {fp }}$ | $\mathrm{kg} /\left(\mathrm{m}^{3} \mathrm{~s}\right)$ | $1.343 \cdot 10^{-3}$ | (27a) | [25] |
| $\zeta_{\text {nf }}$ | $\mathrm{kg} /\left(\mathrm{m}^{3} \mathrm{~s}\right)$ | $1.150 \cdot 10^{-5}$ | 27b | [25] |
| $\zeta_{\text {cp }}$ | $\mathrm{kg} /\left(\mathrm{m}^{3} \mathrm{~s}\right)$ | $3.000 \cdot 10^{-4}$ | (27c) | [23, 24] |
| $\zeta_{\text {pn }}$ | $\mathrm{kg} /\left(\mathrm{m}^{3} \mathrm{~s}\right)$ | $1.500 \cdot 10^{-3}$ | 27d | [25] |
| $\mathfrak{c}_{\text {cr }}$ | - | $1.000 \cdot 10^{-3}$ | 27a) | [101] |
| $\mathfrak{c}_{\text {env }}$ | - | $7.000 \cdot 10^{-3}$ | 27a) | [101] |
| $\mathfrak{c}_{0}$ | - | $1.000 \cdot 10^{-2}$ | 27c) | This work |
| $\delta_{1}$ | - | $7.138 \cdot 10^{-1}$ | 27a) | [80] |
| $\delta_{2}$ | Pa | $1.541 \cdot 10^{3}$ | (27a) | [80] |
| $\Phi_{\text {s } \nu}$ | - | 0.8 | (5a) | [101] |
| $\varrho_{\text {s }}$ | $\mathrm{kg} / \mathrm{m}^{3}$ | 1000 | (2) | [101] |
| $\varrho_{\mathrm{f}}$ | $\mathrm{kg} / \mathrm{m}^{3}$ | 1000 | (2) | [101] |

To start with, in Fig. 1, we report the spatial profile of the nutrients' mass fraction $\mathfrak{c}_{\mathrm{a}}(Z, t)$. Specifically, in the left panel of Fig. 11, we present the results of our simulations for $\alpha=0.1$ (dashed line) and $\alpha=0.9$ (solid line), and for different times. As shown in this plot, the parameter $\alpha$ permits to control how the nutrients diffuse into the tumour from the axial boundaries (i.e., the terminal cross sections $Z= \pm L_{\text {in }}$ ). In particular, for $\alpha=0.1$ the diffusion of the nutrients is constrained to the tumour's axial boundary, i.e., close to $Z= \pm L_{\text {in }}$, so that their mass fraction is dramatically reduced in the internal points of the specimen. In such a situation, the proliferating cells consume the nutrients that are already present in the tissue, without the replenishment needed to continue their proliferation. On the contrary, for $\alpha=0.9$, the nutrients are able to diffuse towards the centre of the tumour, so that their consumption is less localised. For clarity, in the plot we prefer to show only the curves corresponding to $\alpha=0.1$ and $\alpha=0.9$. For any other value of $\alpha \in] 0.1,0.9[$, the model is able to describe different diffusion profiles ranging between the ones obtained for $\alpha=0.1$ and for $\alpha=0.9$. To us, an interesting feature of the curves corresponding to $\alpha=0.1$ is that, depending on the point $Z$ at which the nutrients' mass fraction is observed, the trend of these


Figure 1: Spatial profile of the nutrients' mass fraction $\mathfrak{c}_{\mathrm{a}}(Z, t)$ for different values of $\alpha$ and at different times (panel on the left), and comparison of the results obtained with the fractional and the standard model at time $t=20 \mathrm{~d}$ (panel on the right).

As shown in Fig. 2, the non-local way in which the nutrients diffuse into the tissue affects the manner in which the tumour grows. By increasing $\alpha$ and, thus, enhancing diffusion, one also increases the availability of the nutrients in the tumour, thereby boosting its growth. On the other hand, for $\alpha=0.1$, the displacement is hindered and its highest values are attained in a neighbourhood of $Z=L_{\mathrm{in}}$. Indeed, this is where the nutrients enter the tumour and their mass fraction still remains high enough to trigger growth, so that the magnitude of the displacement in this region of the tumour is higher than elsewhere. However, moving towards the interior of the tumour, the fact that the nutrients' concentration is below the critical threshold brings growth to a stop, thereby considerably reducing the magnitude of the displacement. This behaviour shows that also the monotonicity in time of the displacement curves depends on the point $Z$ at which they are reckoned. More in detail, the reduction of the displacement in the interior of the tumour may be due to the loss of mass caused by the lack of nutrients, which implies that the proliferating cells start to die, and a region of necrotic cells comes into sight. This behaviour becomes even more evident by looking at the left panel of Fig. 3. Moreover, comparing the right panels of Fig. 1 and Fig. 3, we notice that the part of the domain in which the necrotic cells appear coincides with the one in which the nutrients fall below the critical value $\mathfrak{c}_{\mathrm{cr}}$, represented with the solid horizontal line in the right panel of Fig. (1). By referring to Equation (27d), when $\mathfrak{c}_{\mathrm{a}}<\mathfrak{c}_{\mathrm{cr}}$, the rate of mass $R_{\mathrm{pn}}$ becomes active and, therefore, the proliferating cells change into necrotic cells.

To continue our analysis, we refer to Fig. 4. where we plot the growth parameter $\gamma$. By focusing on the panel on the left, we notice, for $\alpha=0.1$, a localisation of the variation of the growth parameter near the boundary $Z=L_{\text {in }}$ for increasing time, whereas, for $\alpha=0.9$, the variation of $\gamma$ is more uniformly distributed in the whole domain. Besides, for $\alpha=0.1, \gamma$ is greater than one for all $Z \in\left[0, L_{\text {in }}\right]$ and for all $t$, even though this is difficult to be observed with the unaided eye.


Figure 2: Spatial profile of the axial displacement $u(Z, t)$ for different values of $\alpha$ and at different times (panel on the left), and comparison of the results obtained with the fractional and the standard model at time $t=20 \mathrm{~d}$ (panel on the right).



Figure 3: Spatial profile of the proliferating cells' mass fraction $\mathfrak{c}_{\mathrm{p}}(Z, t)$ for different values of $\alpha$ and at different times (panel on the left), and comparison of the results obtained with the fractional and the standard model at time $t=20 \mathrm{~d}$ (panel on the right).

This is because, although for $t \geq 1 \mathrm{~d}$ the mass fraction of the nutrients is above the threshold value $\mathfrak{c}_{\mathrm{cr}}$ mostly near the boundary (see the left panel of Fig. (1), the inner region has undergone a growth process at earlier times. Indeed, since the condition $\mathfrak{c}_{\mathrm{a}}(Z, 0) \equiv \mathfrak{c}_{\text {env }}>\mathfrak{c}_{\mathrm{cr}}$ is respected, the mass rate $R_{\mathrm{fp}}$ is greater than zero, and we can conclude that, from the very beginning, the cell proliferation is promoted until the nutrients' concentration falls below its critical value. Note also that this is accelerated when $\alpha$ is near zero because of the slow pace with which the nutrients are refilled. At this point, the proliferating cells abruptly die, thereby turning into necrotic cells, and go into the fluid (see the definition of $R_{\mathrm{nf}}$ ), which results in a loss of mass. For $\alpha=0.9$, instead, it is visible also with the naked eye that $\gamma$ is greater than unity everywhere in $\left[0, L_{\mathrm{in}}\right]$ and for all the considered times. Finally, as noticed for the nutrients' mass fraction and for the displacement, also the monotonicity in time of the trend of the growth parameter depends, for $\alpha=0.1$, on the point $Z$ at which $\gamma$ is observed. Indeed, $\gamma$ is monotonically increasing in time for $Z$ close to $Z=L_{\text {in }}$, and monotonically decreasing for $Z$ "moving" towards the centre of the tumour.

Now, we report the evolution of the pressure, $\mathfrak{p}$, in Fig. 5. For both the standard and the fractional model, when $\alpha$ is close to 1 , the pressure of the interstitial fluid decreases, taking negative


Figure 4: Spatial profile of the growth parameter $\gamma(Z, t)$ for different values of $\alpha$ and at different times (panel on the left), and comparison of the results obtained with the fractional and the standard model at time $t=20 \mathrm{~d}$ (panel on the right).


Figure 5: Spatial profile of the pressure $\mathfrak{p}(Z, t)$ for different values of $\alpha$ and at different times (panel on the left), and comparison of the results obtained by the fractional and the standard model at time $t=20 \mathrm{~d}$ (panel on the right).
values, from the free boundary towards the tumour's centre. However, for $\alpha$ tending towards 0 from above, the pressure in the interior of the tumour tends to become positive. To explain this event, we notice that the proliferating cells absorb fluid from the surrounding environment to fuel their growth, which is possible because the fluid flows towards the tumour's interior. However, due to an over-consumption of nutrients, the level of those drastically decreases in the innermost zone of the tumour. This situation, as evidenced in our simulations (see Fig. 4), creates a layer of proliferating cells near the outer surface (i.e., the cross section $Z=L_{\text {in }}$ ), and a region of necrotic cells at the centre of the tumour. By looking at Equation 27b, in this circumstance, the necrotic cells dissolve into the fluid with rate $\zeta_{\mathrm{nf}}$, thereby increasing its pressure, which, in turn, generates an outward flux (i.e., a flux in the direction opposite to the fluid flow). This sequence of events, which are consistent with the biological foundations of nutrient diffusion and necrosis in a tumour as explained in [77], arises in the model thanks to the non-local approach presented in this work. That is, the non-locality parameter $\alpha$ is responsible for this picture and, thus, through its inclusion, the fractional model is able to reproduce a scenario that was not initially considered in the model. On the contrary, as the results show, this behaviour would not be observed within a formulation
based on standard Fick's law, at least with our model as is.
Finally, as we mentioned before (see Remark 3), for completeness in our discussion, we compare the results corresponding to the adoption of $\mathcal{N}(\alpha)$ versus those obtained with $\hat{\mathcal{N}}(\alpha)$. As shown in Fig. 6, top left panel, when the normalisation factor is $\hat{\mathcal{N}}(\alpha)$, we observe, for $\alpha \rightarrow 0^{+}$, a less pronounced decrease of the nutrients' mass fraction. This is compatible with the fact that, even for very small values of $\alpha$, there is an incoming mass flux of nutrients through the domain's boundaries that reestablishes the nutrients eaten by the cells. This effect, in turn, tends to disappear when the normalisation factor $\mathcal{N}(\alpha)$ is employed since, in that case, the mass flux tends to zero in the limit $\alpha \rightarrow 0^{+}$. Coherently with this observation, we also notice a markedly different behaviour of the growth parameter (see Fig. [6, top right panel). Indeed, since the flux of nutrients obtained for $\hat{\mathcal{N}}(\alpha)$ does not vanish for $\alpha \rightarrow 0^{+}$, and a greater amount of nutrients remains available even at time $t=20 \mathrm{~d}$, growth can still occur, as is testified by the dotted line marked with "+". Similar comments pertain also to the description of the displacement (see Fig. 6, bottom left panel). Indeed, since growth remains active also for small values of $\alpha$, the displacement also tends to persist even at $t=20 \mathrm{~d}$, and remains relatively large in the neighbourhood of the domain's boundaries, where the availability of nutrients is the highest (because of the Dirichlet condition assigned to the nutrients' mass fraction) and growth is present. These differences notwithstanding, it should be emphasised that the qualitative behaviour of the curves describing the nutrients' mass fraction and the growth parameter is the same for both choices of the normalisation factor. On the contrary, the behaviour of the pressure (see Fig. 6, bottom right panel) is both qualitatively and quantitatively different for $\alpha=0.1$. In fact, the use of $\hat{\mathcal{N}}(\alpha)$ nullifies the effect visible at $t=20 \mathrm{~d}$, for $\alpha=0.1$ and normalisation factor $\mathcal{N}(\alpha)$, which consisted in the sign change of the pressure. Hence, employing $\hat{\mathcal{N}}(\alpha)$ leaves the pressure negative, thereby triggering no inversion in the flow of the interstitial fluid, which continues to flow from the exterior of the tumour into it.

## 9 Conclusions

In this work, we study the influence of a given type of non-local diffusion of nutrients on the growth of an avascular tumour. For this purpose, we generalise Fick's law of diffusion by introducing a non-local constitutive relationship for the mass flux vector that, after some considerations, can be identified with a fractional derivative of the nutrients' mass fraction. We call attention to the fact that, since we are dealing with growth, we need to describe how the non-locality of the prescribed constitutive law evolves with the deformation and the growth-induced inelastic distortions that accompany the evolution of the system under study. This consideration implies that the nonlocality of the presumed constitutive response should be subordinate to the motion $\chi$ (see Equation (22b)) and, thus, that it cannot depend explicitly on the difference $X-\tilde{X}$ between the reference placements of the material points embedded in $X$ and $\tilde{X}$. Furthermore, we note that, as prescribed by Equation (25), the non-local character of the mass flux vector also depends on the structural changes of the tumour through the determinant of $\boldsymbol{F}_{\gamma}$. To the best of our understanding, the above considerations imply substantial differences between our work and other papers on the subject found in the scientific literature. Moreover, we suggest a formulation of non-local diffusion on manifolds (see Appendix A1).

To investigate the influence of the non-local diffusion of the nutrients on the tumour evolution, we focused on a benchmark problem that allows, due to the enforced symmetries, the reduction


Figure 6: Comparison of the spatial profiles of $\mathfrak{c}_{\mathrm{a}}(Z, t)$ (top left), $\gamma(Z, t)$ (top right), $u(Z, t)$ (bottom left) and $\mathfrak{p}(Z, t)$ (bottom right) for the approaches involving $\mathcal{N}(\alpha)$ (solid line) and $\hat{\mathcal{N}}(\alpha)$ (dotted line). In the plots different values of $\alpha$ are used and time is fixed to $t=20 \mathrm{~d}$.
of the original three-dimensional framework to a one-dimensional problem. This has an important impact on the selection of the non-locality function, $\hat{\mathfrak{f}}_{\alpha}$, which has to be able to capture how the geometrical symmetries of the problem affect the description of the non-locality. Particularly, in our analysis, we re-obtained the definition of one-dimensional fractional mass flux proposed in other works [89, 35].

In our work, the numerical solution of the set of equations defining the mathematical model is found by employing the FE method, which has been adapted for the solution of the fractional diffusion equation 26 c ). In particular, the obtained numerical results show that the non-local character of the nutrients' evolution has a considerable repercussion on the growth of the hypothetical tumour under study. Specifically, by varying the parameter $\alpha \in] 0,1[$, the model is capable, in the limit cases, of generating situations of no diffusion or of restoring Fick's law. This conclusion evidences the relevance of embracing a fractional framework in our model, since it permits to "control", through the parameter $\alpha$, the way in which the tumour grows. Finally, we discussed a possible way for defining another normalisation factor, termed $\hat{\mathcal{N}}(\alpha)$, involved in the definition of the mass flux vector, and we provided a comparison between the two approaches.

Certainly, our model can be further generalised and, in the following, we discuss some important issues that should be accounted for in forthcoming works. A first issue arises from the fact that, once the dimensionality and the symmetries of the problem at hand are specified, Equation (16) must be adapted accordingly. This implies that the non-locality function and the normalisation
factors should be conceived in a symmetry- and dimensional-dependent fashion ${ }^{2}$. To find such relations is part of our ongoing research. Additionally, in our model, the information on the microscopic structure of the tumour is not explicitly taken into account and, thus, its contribution is neglected. As pointed out in the Introduction, the multi-scale and heterogeneous character of the environment in which diffusion takes place is one of the main factors influencing the occurrence of non-Fickean diffusion. Therefore, the adoption of mathematical techniques, such as the Asymptotic Homogenisation Method [29], could be capable of incorporating these features into a framework of tissue growth 96] and non-local diffusion.

We further remark that an aspect that is not contemplated in the current formulation of the model is that the chemical agents should be both in the fluid phase and in the solid phase, and not only in the fluid phase. One of the main drawbacks of this phenomenological consideration is that it is not possible to link the mass sources to the chemical potentials of the nutrients, nor is it possible to establish a sound and comprehensive thermodynamic framework accounting for interphase mass transfers as non-equilibrium processes. This implies that no information, or only a limited amount of information, can be extracted from the study of the dissipation inequality of the system (and this is not directly due to the fact that growth necessitates the consideration of processes, of cellular or molecular type, that could not be accounted for in the model). Therefore, under the circumstances of the present model, it is not possible to obtain Equation (16) from the study of the dissipation inequality, as it would be the case in the classical procedure that leads to Fick's law. In this respect, one of the technical difficulties that arise in our work is that we cannot invert the balance of linear momentum associated with the chemical agents, since the inversion of fractional operators is not always permitted. One possible solution, that seems to be thermodynamically acceptable, is to adopt a procedure similar to the one depicted in [58], that is, to consider the part of the dissipation inequality that is of interest for us, to put it in weak form and to express the flux in terms of a non-local constitutive law depending on the gradient of the chemical potential.

Finally, we would like to mention that in recent years Fractional Calculus has demonstrated to be an effective mathematical tool in the description of several phenomena. However, there is still an urgency in incorporating this notion in mathematical models that go beyond the classical ones.
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## A A1 Some aspects of non-locality on manifolds

In the following, we propose a possible way for the formulation of non-local diffusion on manifolds. For this purpose, let us recall that the fractional mass flux vector $\boldsymbol{y}_{\alpha}$ is defined through the duality product

$$
\begin{align*}
\left\langle\boldsymbol{y}_{\alpha}, \operatorname{grad} \check{c}\right\rangle & :=-\varrho_{\mathrm{f}} \int_{\mathscr{B}_{t}}\left\{\int_{\mathscr{B} t}[\operatorname{grad} \check{c}(x)] \boldsymbol{d}_{\alpha}(x, \tilde{x}, t)\left[\operatorname{grad} c_{\mathrm{a}}(\tilde{x}, t)\right] \operatorname{dv}(\tilde{x})\right\} \operatorname{dv}(x),  \tag{65a}\\
\boldsymbol{d}_{\alpha}(x, \tilde{x}, t) & :=\mathfrak{f}_{\alpha}(x, \tilde{x}) \mathfrak{d}_{\alpha}(x, \tilde{x}, t) \tag{65b}
\end{align*}
$$

where the non-locality function is given by the following relationship

$$
\begin{equation*}
\mathfrak{f}_{\alpha}(x, \tilde{x}):=\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \mathcal{T}_{x}^{x_{0}}(\tilde{x})\right) \tag{66}
\end{equation*}
$$

In Equation (66), the notation $\mathcal{T}_{x}^{x_{0}}:=\exp _{x_{0}} \circ\left(\mathcal{P}_{x_{0}}^{x}\right)^{-1} \circ \exp _{x}^{-1}$ is used, and the following operators are introduced:

- Let $T_{x, \delta} \mathscr{B}_{t}$ be the subset of the tangent space $T_{x} \mathscr{B}_{t}$ defined by

$$
\begin{equation*}
T_{x, \delta} \mathscr{B}_{t}:=\left\{\boldsymbol{v}_{x} \in T_{x} \mathscr{B}_{t} \mid\left\langle\boldsymbol{v}_{x}, \boldsymbol{v}_{x}\right\rangle_{\boldsymbol{g}} \leq \delta, \text { with } \delta>0\right\} \tag{67}
\end{equation*}
$$

and let $\mathscr{U}_{t}(x, \delta):=\left\{\tilde{x} \in \mathscr{B}_{t} \mid \operatorname{dist}_{\mathscr{B}_{t}}(x, \tilde{x}) \leq \delta\right\}$ be a closed neighbourhood of $x$ having radius $\delta$, with dist $\mathscr{B}_{t}: \mathscr{B}_{t} \times \mathscr{B}_{t} \rightarrow \mathbb{R}_{0}^{+}$denoting the distance function ${ }^{3}$ on $\mathscr{B}_{t}$ [106]. The operator

$$
\begin{equation*}
\exp _{x}: T_{x, \delta} \mathscr{B}_{t} \rightarrow \mathscr{U}_{t}(x, \delta) \tag{68}
\end{equation*}
$$

referred to as exponential map, is injective and associates each element of $T_{x, \delta} \mathscr{B}_{t}$ with the point $\tilde{x}=\exp _{x}\left(\boldsymbol{v}_{x}\right) \in \mathscr{U}_{t}(x, \delta)$, which is the projection of $\boldsymbol{v}_{x}$ onto $\mathscr{U}_{t}(x, \delta)$. Note that the result of this operation generalises the concept of translation to the case of a manifold. To construct $\exp _{x}\left(\boldsymbol{v}_{x}\right)$, we take $\boldsymbol{v}_{x} \in T_{x, \delta} \mathscr{B}_{t}$ and consider the unique solution to the geodesic equation (see e.g. [79]), parameterised by $\eta:[0,1] \rightarrow \mathscr{U}_{t}(x, \delta)$, and in harmony with the "initial" conditions $\eta(0)=x$ and $\eta^{\prime}(0)=\boldsymbol{v}_{x}$. Then, we identify $\exp _{x}\left(\boldsymbol{v}_{x}\right)$ with $\eta(1)$, i.e., $\exp _{x}\left(\boldsymbol{v}_{x}\right)=\eta(1) \equiv \tilde{x}$.
By construction, the exponential map is invertible and its inverse, i.e., $\exp _{x}^{-1}: \mathscr{U}_{t}(x, \delta) \rightarrow$ $T_{x, \delta} \mathscr{B}_{t}$, returns a unique tangent vector of $T_{x, \delta} \mathscr{B}_{t}$ for each point of $\mathscr{U}_{t}(x, \delta)$. Therefore, by taking $\tilde{x} \in \mathscr{U}_{t}(x, \delta)$, with $\tilde{x}=\eta(1)$, it holds that $\exp _{x}^{-1}(\eta(1))=\eta^{\prime}(0)$.

[^2]- Let us consider two points of the manifold, e.g. $x_{0}, x \in \mathscr{B}_{t}$, and let $\zeta:[0, s] \rightarrow \mathscr{B}_{t}$, with $\zeta(0)=x_{0}$ and $\zeta(s)=x$, be the parameterisation of the geodesic connecting $x_{0}$ to $x$. Moreover, let us take the sets of tangent vectors $T_{x_{0}, \delta} \mathscr{B}_{t}$ and $T_{x, \delta} \mathscr{B}_{t}$, with $\delta>0$. Then, to transport parallely the elements of $T_{x_{0}, \delta} \mathscr{B}_{t}$ into $T_{x, \delta} \mathscr{B}_{t}$ along the geodesic parameterised by $\zeta$, we define the shifter operator

$$
\begin{equation*}
\mathcal{P}_{x_{0}}^{x}: T_{x_{0}, \delta} \mathscr{B}_{t} \rightarrow T_{x, \delta} \mathscr{B}_{t}, \quad \boldsymbol{v}_{x_{0}} \mapsto \mathcal{P}_{x_{0}}^{x} \boldsymbol{v}_{x_{0}}=\boldsymbol{v}_{x} \tag{69}
\end{equation*}
$$

Clearly, $\mathcal{P}_{x_{0}}^{x}$ is invertible and its inverse reads $\left(\mathcal{P}_{x_{0}}^{x}\right)^{-1}=\mathcal{P}_{x}^{x_{0}}: T_{x, \delta} \mathscr{B}_{t} \rightarrow T_{x_{0}, \delta} \mathscr{B}_{t}$. In addition, $\mathcal{P}_{x_{0}}^{x_{0}}$ is the identity operator from $T_{x_{0}, \delta} \mathscr{B}_{t}$ into itself.

- To represent $\mathfrak{f}_{\alpha}(x, \tilde{x})$ properly, we explain in detail our understanding of the procedure sketched in [106. For this purpose, we start recalling that $\mathfrak{f}_{\alpha}(x, \tilde{x})$ measures how, at time $t$, the value of $\operatorname{grad} c_{\mathrm{a}}(\tilde{x}, t)$ is "felt" at $x$, for all pairs of points $x, \tilde{x} \in \mathscr{B}_{t}$, such that $\tilde{x} \in \mathscr{U}_{t}(x, \delta)$, with $\delta>0$. This influence has to be described in a way respectful of the geometry of the manifold, which can be achieved as follows. Given $\mathfrak{f}_{\alpha}(x, \tilde{x})$, we select arbitrarily a point $x_{0} \in \mathscr{B}_{t}$ and we introduce an auxiliary function $\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \cdot\right): \mathscr{U}_{t}\left(x_{0}, \delta\right) \rightarrow \mathbb{R}$, such that, for an appropriate $\tilde{x}_{0} \in \mathscr{U}_{t}\left(x_{0}, \delta\right), \mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \tilde{x}_{0}\right)=\mathfrak{f}_{\alpha}(x, \tilde{x})$. In order for $\tilde{x}_{0}$ to be "appropriate", it has to depend on $x$ and $\tilde{x}$ (and on $x_{0}$ ). This can be obtained by calling for the operator

$$
\begin{equation*}
\mathcal{T}_{x}^{x_{0}}:=\exp _{x_{0}} \circ\left(\mathcal{P}_{x_{0}}^{x}\right)^{-1} \circ \exp _{x}^{-1}: \mathscr{U}_{t}(x, \delta) \rightarrow \mathscr{U}_{t}\left(x_{0}, \delta\right) . \tag{70}
\end{equation*}
$$

As anticipated above, for each $\tilde{x} \in \mathscr{U}_{t}(x, \delta)$, $\exp _{x}^{-1}$ returns a vector $\boldsymbol{v}_{x}$, such that $\left\|\boldsymbol{v}_{x}\right\| \leq \delta$. Then, $\left(\mathcal{P}_{x_{0}}^{x}\right)^{-1}$ transports $\boldsymbol{v}_{x}$ parallely to $x_{0}$, so that $\left(\mathcal{P}_{x_{0}}^{x}\right)^{-1} \boldsymbol{v}_{x}=\boldsymbol{v}_{x_{0}}$. Finally, the operator $\exp _{x_{0}}$ maps $\boldsymbol{v}_{x_{0}}$ into $\tilde{x}_{0}=\exp _{x_{0}}\left(\boldsymbol{v}_{x_{0}}\right) \in \mathscr{U}_{t}\left(x_{0}, \delta\right)$. Therefore, it holds that $\tilde{x}_{0}=\mathcal{T}_{x}^{x_{0}}(\tilde{x})$, thereby explaining how $\tilde{x}_{0}$ depends on $x$ and $\tilde{x}$, for a given $x_{0}$. More specifically, the action of $\mathcal{T}_{x}^{x_{0}}$ on $\tilde{x}$ permits to find the only $\tilde{x}_{0}$ such that Equation (66) becomes

$$
\begin{equation*}
\mathfrak{f}_{\alpha}(x, \tilde{x})=\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \mathcal{T}_{x}^{x_{0}}(\tilde{x})\right)=\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \tilde{x}_{0}\right), \tag{71}
\end{equation*}
$$

where the composition $\mathfrak{f}_{\alpha}(x, \cdot)=\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \cdot\right) \circ \mathcal{T}_{x}^{x_{0}}: \mathscr{U}_{t}(x, \delta) \rightarrow \mathbb{R}$ is implied. The essence of this result is that the information on the non-locality of a given phenomenon between $x$ and $\tilde{x}$, encompassed by $\mathfrak{f}_{\alpha}(x, \tilde{x})$, is "transported" to the pair of points $x_{0}$ and $\tilde{x}_{0}$ (see Fig. 7).
To conclude, we notice that, in an affine space or, more generally, in a flat subset of an affine space, the procedure outlined above boils down to the determination of the unique point $\tilde{x}_{0}$ such that $\boldsymbol{v}_{x_{0}}=\tilde{x}_{0}-x_{0}$ is equipollent to $\boldsymbol{v}_{x}=\tilde{x}-x$, for given $x_{0}, x$ and $\tilde{x}$. Indeed, within this framework, $\mathcal{T}_{x}^{x_{0}}$ operates in such a way that $\boldsymbol{v}_{x_{0}}=\mathcal{T}_{x}^{x_{0}}(\tilde{x})-x_{0}=\tilde{x}_{0}-x_{0}$ is parallel to $\boldsymbol{v}_{x}$ (because $\boldsymbol{v}_{x}$ is transported parallely along the geodesic - now, a straight line - connecting $x$ with $x_{0}$ ) and $\left\|\boldsymbol{v}_{x_{0}}\right\| \equiv\left\|\tilde{x}_{0}-x_{0}\right\|=\|\tilde{x}-x\| \equiv\left\|\boldsymbol{v}_{x}\right\|$. Moreover, $\mathfrak{f}_{\alpha}(x, \tilde{x})$ and $\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \tilde{x}_{0}\right)$ can be rephrased as $\mathfrak{f}_{\alpha}(x, \tilde{x})=\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$ and $\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \tilde{x}_{0}\right)=\hat{\mathfrak{f}}_{\alpha}^{(0)}\left(x_{0}-\tilde{x}_{0}\right)$, respectively, and Equation (66), or Equation (71), is trivially satisfied. In this respect, we say that Equation (66) adapts the meaning of convolution from the case of an affine space to the case of a manifold (see Fig. 8).


Figure 7: The convolution on manifolds is defined by transporting $\mathfrak{f}_{\alpha}(x, \cdot): \mathscr{U}_{t}(x, \delta) \rightarrow \mathbb{R}$ to every point of $\mathscr{B}_{t}$, while taking into account the manifold geometry. Thus, given a point $\tilde{x}=\eta(1) \in \mathscr{U}_{t}(x, \delta)$, the operation $\exp _{x}^{-1}(\tilde{x})$ returns the vector $\boldsymbol{v}_{x}=\eta^{\prime}(0)$, which is parallelly transported to $\boldsymbol{v}_{x_{0}}$ through a geodesic $\zeta:[0, s] \rightarrow \mathscr{B}_{t}$ connecting $x=\zeta(s)$ and $x_{0}=\zeta(0)$, and the operation $\exp _{x_{0}}\left(\boldsymbol{v}_{x_{0}}\right)$ returns the point $\tilde{x}_{0} \in \mathscr{U}_{t}\left(x_{0}, \delta\right)$. In this way, $\mathfrak{f}_{\alpha}(x, \cdot)$ is transported from $\mathscr{U}_{t}(x, \delta)$ to $\mathscr{U}_{t}\left(x_{0}, \delta\right)$.


Figure 8: In a flat subset of an affine space $\boldsymbol{v}_{x_{0}}=\tilde{x}_{0}-x_{0}$ is equipollent to $\boldsymbol{v}_{x}=\tilde{x}-x$. Therefore, $\mathfrak{f}_{\alpha}(x, \tilde{x})$ and $\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \tilde{x}_{0}\right)$ can be rephrased as $\mathfrak{f}_{\alpha}(x, \tilde{x})=\hat{\mathfrak{f}}_{\alpha}(x-\tilde{x})$ and $\mathfrak{f}_{\alpha}^{(0)}\left(x_{0}, \tilde{x}_{0}\right)=$ $\hat{\mathfrak{f}}_{\alpha}^{(0)}\left(x_{0}-\tilde{x}_{0}\right)$.
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[^0]:    ${ }^{1}$ According to [115], the thermodynamic non-idealities are related to a phenomenon that pertains to a thermodynamic system, like, for instance, a gas, and that occurs through the "storage of potential energy" among the molecules of the system itself as a result of the interactions among such molecules. The main consequence of the non-idealities is that the concentrations of the molecules turn out to be different from those expected in the absence of the energy storage among them.

[^1]:    ${ }^{2}$ Similar problems are subject of investigations conducted by our group in conjunction with our colleague Prof. Dušan Zorica (Mathematical Institute, Serbian Academy of Arts and Sciences, Serbia) and started, from our side, during his visit at the Politecnico di Torino (Italy) in January 2020.

[^2]:    ${ }^{3}$ Given the geodesic from $x$ to $\tilde{x}$, and denoting by $\eta:[0,1] \rightarrow \mathscr{B}_{t}$ its parameterisation, so that $x=\eta(0)$ and $\tilde{x}=\eta(1)$, we set $\operatorname{dist}_{\mathscr{B}_{t}}(x, \tilde{x}):=\int_{0}^{1}\left\|\eta^{\prime}(\sigma)\right\| \mathrm{d} \sigma$.

