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Abstract

An important use case of the Mobile Edge Computing (MEC) paradigm is task and data offloading. Computational offloading is beneficial for a wide variety of mobile applications in different platforms including autonomous vehicles and smart phones. With the envision deployment of MEC servers along the roads and while mobile nodes are moving and having certain tasks (or data) to be offloaded to edge servers, choosing an appropriate time and an ideally suited MEC server to guarantee the Quality of Service (QoS) is challenging. We tackle the data quality-aware offloading sequential decision making problem by adopting the principles of Optimal Stopping Theory (OST) to minimize the expected processing time. A variety of OST stochastic models and their applications to the offloading decision making problem are investigated and assessed. A performance evaluation is provided using simulation approach and real world data sets together with the assessment of baseline deterministic and stochastic offloading models. The results show that the proposed OST models can significantly minimize the expected processing time for analytics task execution and can be implemented in the mobile nodes efficiently.
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1. Introduction

Mobile Edge Computing (MEC) refers to a computing paradigm that moves computing resources closer to the user at the edge of the network. MEC intends to relocate the cloud computing resources to the radio access network to optimize the delivery of content and applications to end users [1]. It involves deploying small data centres (servers) at the edge of the network in locations...
such as base stations or Road Side Units (RSU). MEC servers can be an advantage for various types of mobile nodes and applications including computation offloading for computation-hungry applications such as in Augmented Reality (AR) applications [2, 3]. Further, MEC servers can be an intermediate data-processing layer for data offloaded by mobile nodes [4]. MEC servers within the RSUs can play significant roles in improving the performance of mobile vehicular terminals, e.g. Autonomous Vehicles (AV) [5]. The AV can run intelligent vehicle control, traffic management and interactive applications using the built-in computation units. AVs are equipped with a massive number of sensors that collect contextual data for different types of applications such as transportation systems and navigation applications [6]. The AVs can collect and sense contextual data and apply different algorithms for data analytics tasks. An autonomous driving vehicle, for example, produces and consumes approximately 40 terabytes of data per eight driving hours (e.g., a city’s High Definition (HD) map is approximately 1.5TB) [7]. However, despite AVs typically include on-board units, they have small-scale computing and storage resources because of which they are dependent on other computational resources [8]. Also, such applications may require significant computation resources and constrained time delays [6]. The AV then would be required to offload such tasks to one of the MEC servers to enhance its resources capabilities and to meet the applications’ requirements.

Consider MEC servers deployed within RSUs as proposed in [6, 9] with mobile nodes passing by these servers as shown in Figure 1. These servers provide computing resources for task offloaded by mobile nodes. The mobile node can be a smart vehicle or a passenger on board who is running different types of applications. The key problem is the offloading decision by which the mobile node selects an edge server to offload the computing task as the MEC servers’ load have large variation, e.g. sometimes there is a large number of users concurrently using the same server, whereas some other times only a few users are connecting [10]. In other words, the workload of such servers may be different over time [9, 11]. The selection of where (which MEC server) and when (time) to offload has a significant impact on satisfying the requirements of the AV applications [8]. Meanwhile, computing tasks or data gathered by AVs tend to have strict timeliness requirements which may result in the data becoming out-of-date [11]. Further, the existing studies in the area of computation offloading have mainly focus on the decision of whether the computing task should be offloaded or executed locally and a few studies have considered the selection of where a task should be offloaded as in [9, 12]. It is, therefore, vital to define rules by which the mobile node can select a suitable MEC server to be utilized for task offloading. Once an offloading decision has been made and as the mobile node moves, should the offloading happen immediately or would rather delay the offloading for later in order to find a superior MEC server in terms of computing performance?

For example, a naive centralized offloading method can be considered in which the vehicle can request, from a centralized server, the information about the possible MEC servers that can be used for offloading along the road
The centralized server can be located in a higher layer and it connects to all MEC servers with wired network connectivity [9, 13]. However, such architecture is not visible as this might introduce load on the network as the number of vehicles in the road increases [9]. Another solution would be using Vehicle to Vehicle communication (V2V) as discussed in [6], where a vehicle can send tasks to the MEC server (using V2V technology) that it will pass by at the time the computational task finishes. Such solution requires the presence of other vehicles, which is not guaranteed all the time. Thus, the challenge now is how to optimize the decision of selecting the MEC server if the previous methods are not available and the mobile node only knows about the MEC server it is observing. In other words, the mobile node does not have a global information (or the mobile node has incomplete information) about the candidates MEC servers to be used for offloading.

In this case, we consider two important factors that can be used in order to delay the offloading in the light of finding a better MEC server. First, we can consider the mobility as an advantage to optimize the decision of which MEC servers to offload. As the speed of the vehicle increases, the probability of having better MEC server with low workload increases [14]. Second, there is usually a certain deadline for the computational task which gives an opportunity for the decision maker to delay and explore more options for offloading [9, 15].

Having such environment, we cast this sort of problem as an Optimal Stopping Theory (OST) problem. An OST problem is about deciding when to carry out an action on the basis of a random variable observed in sequence for the purpose of increasing the expected payoff or reducing the expected cost [16]. Secretary Problem (SP), the House Selling (HS) problem or the Fair Coin Problem are some of well-known OST problems [16]. We argue that the OST can play important role to optimize the task offloading decision. We try to provide light-wight and local algorithms that can be implemented in mobile nodes (vehicles or smart phones). As a result, the off-loadable computation applications will operate in an efficient way and optimally select when to offload in an independent manner.

The remainder of this paper is organized as follows: we provide a summary of the related work and outline our contributions in Section 2, while details of the system model and the problem formulation are described in Section 3. The OST-based decision making models are described in Sections 4.1 and 4.2.
Performance evaluation is provided in Section 5. Finally, a discussion about the models is provided in Section 6 and Section 7 concludes the paper and outlines future research directions. Additionally, the main sections of the paper are being visualized in Figure 2.

2. Related Work & Contributions

2.1. Related Work

Various pieces of research have been carried out to deal with the issues of offloading data and computing tasks to an edge node. The majority of which have emphasised if there should be a local processing of the data or task, or whether it should be offloaded externally, for example, to an edge server or to a public Cloud. There are two main objectives: minimization of (1) the execution delay and (2) energy consumption. A spatial and temporal computation offloading decision algorithm, ST-CODA [17], is related to our work. This work considers the decision-making of the mobile device in terms of the time and location for offloading tasks by considering the computation nodes and the transmission costs in edge cloud-enabled heterogeneous network. Our work’s objective and policy differ from ST-CODA because the time-optimised sequential decision only offloads tasks to the edge servers and not further to the Cloud. In [17], the temporal decision refers to deferring the offloading decision until a low cost network is found, e.g., WiFi network. In our approach, we defer the offloading decision until a lightly loaded server is founded.

The work in [18] puts forward a strategy of computation offloading for a specific data mining application, namely, activity recognition for mobile devices. As the user moves, data is obtained from various places and is held in storage on the mobile device. This data is examined so that a choice can be made as to whether to offload to an edge server or the Cloud, or to carry out the process on the device. Should it be decided that offloading to an edge server takes place, the devices communication interface obtains a list of edge servers and connects to the best server. However, during the movement of the mobile device, e.g. in
AVs use case, a better server could be present and accessible, which is however not picked up by the communication interface whilst the devices communication interface scanning. Therefore, with regards to execution delay, it is possible that a better MEC server is available as will be discussed later. This opportunity is taken into consideration in our proposed scheme in this paper.

The work in [19], for the purpose of reducing the latency of task execution as well as energy consumption, presents the idea of collaborative mobile edge computing. This work focuses on UAV applications that uses photos and videos for tasks like object identification or obtaining traffic information. The captured photos/videos are then offloaded to an edge server. When the task is generated by the UAV, a system orchestrator should determine which server should be selected, what data rate ought to be adopted to transmit data to the selected server and how much workload each server (cooperator) should be allocated. This work [19] is based on the assumption that the system orchestrator makes this choice. However, in our work, the decision is autonomously made by the mobile node itself while in some situations there might be heterogeneous/different operators for the MEC servers.

The authors in [20] proposed a code offloading framework for offloading in a mobile fog environment. The proposed method determines which part of the application should be offloaded and takes an offloading decision considering the current state of the edge node resource by modelling the problem as Markov Decision Processes (MDP) and training it using the Q-learning approach [21]. Also, their algorithm supports the mobility of the user by migrating the offloaded part from one node to another. Their main objective was to minimize the delay of the offloaded applications. In this work, the feasible sites for offloading are: the mobile fog in close proximity, the adjacent mobile fog, or the remote public Cloud. In our OST-based approach, we assume that the mobile node can only offload to an edge server (potentially the most appropriate one with high probability) and there are a set of feasible MEC servers to offload.

A context-sensitive offloading system using machine-learning classification algorithms was proposed in [22]. The proposed system integrates middleware, machine learning classification algorithms, and a robust profiling system. The authors considered whether a task should be done locally or at the edge node. Our proposed work can help such a system to decide which server to be used and what time the offloading should occur once the decision is made by such algorithms.

The work in [23] proposed an offloading decision algorithm for vehicles. The proposed algorithm decides which part of the application should be done locally or in the Cloud based on the task requirements. A heuristic mechanism for partitioning and scheduling the application between the vehicular and the cloud is proposed. This work is designed for Cloud-based architecture and focused on the decision regarding which part of application should be offloaded.

The authors in [24] proposed a framework for joint network and virtual machine selection in cloudlet environment. The authors of this work considered the cloudlet architecture and the QoS of a face recognition application as an input for the proposed system. While the user is trying to offload in a corporate
and campus networks, many WiFi access points might be available during the offloading sessions. Thus, the objective is to select the appropriate network along with VM resources that guarantee the quality of access to the cloudlet resources. This work assumes that all APs with their information are available to the mobile node, which is a different setting from ours.

The work in [23] and [24] investigated a multi sites offloading decision based on Analytical Hierarchy Process (AHP) multi-criteria method. The multi sites include the mobile device, near by mobile devices, cloudlet (edge server) and too far Cloud server. This study also contributed with the design and development of an Android offloading enabled framework that can be adopted by developers to build MEC applications. The assumption in this work is that the mobile devices will have to collect the offloading devices’ information and based on such information the decision is made. Different from this work, in our work, the mobile node is not required to collect all the edge devices’ information. In other words, in our setting, the mobile node is observing the edge nodes (sequentially) and does not need all the edge servers’ information in advance for decision making.

The work in [14] considered the computation offloading in Vehicular Fog Network (VeFN). The authors provide a review of the offloading decisions work in VeFN. According to the authors, the offloading decision in the VeFN can be classified into three major modes: vehicle to vehicle, vehicle to RSU and pedestrian to vehicle offloading. This work provided two use cases: the first one is learning-based task offloading applying Multi-armed bandit (MAB) focusing on vehicle to vehicle offloading. The other use case is a delay-constrained task replication exploiting vehicle mobility where RSU collects task by vehicle and pedestrian and offload it to near by fog vehicle. An interesting point considered by the authors in this work is that mobility is not always an obstacle and can be supportive factor to help in finding a better resources for offloading. This is an important aspect we build our model on where we allow the mobile node to explore the MEC servers with the objective of finding a better resource.

The authors in [26] consider offloading decision and resource allocation in MEC environment by applying a reinforcement-learning-based state-action-reward-state-action (RL-SARSA) algorithm. The main goals are to balance the processing delay and the energy consumption when offloading, to define where to offload the task and to provide efficient resource allocation in the MEC servers. This study takes the advantage of adjacent edge servers as well as the remote execution to improve the decision of where to offload the task. In particular, four sites are considered for offloading the task: local execution, nearest edge server, adjacent edge server, and remote execution in the Cloud. The proposed RL-SARSA was compared with the reinforcement learning based Q learning (RL-QL) and the results show the superiority of the RL-SARSA over RL-QL. The limitation of this work is that the proposed model is more centralized and it is executed through edge computing controller in each region as indicated by the system model within the paper. This is different from our proposed approach where we try to make the mobile nodes more dependent and run the decision making algorithm locally at the mobile nodes.
The work in [28] proposed a distributed and context-aware task assignment algorithm in MEC environment. The task assignment in this work is referred to the decision of where a task should be offloaded. The problem is formulated as an one-to-many matching problem by taking into account the devices and MEC servers computation capabilities, wireless channel conditions, and delay constraints. The main objective of this work is to reduce the overall energy consumption while satisfying task owners heterogeneous delay requirements.

The proposed work is compared with Random matching scheme where tasks and edge nodes are randomly paired together, the scheme where the edge nodes with higher computational capability has a higher priority to accept tasks and the the centralized method, i.e., a centralized authority with complete information searches through all possible combinations to find the optimum solution. The proposed solution was the closest one to the centralized method in terms of energy consumption and the average utility. Even though the authors’ main idea in this work is to make a distributed tasks assignments, still, the nodes including the edge nodes and the mobile nodes are required to collect information from all the neighbors devices before making the decision of offloading which is different from our work, where the mobile node proceeds sequentially for decision making without having to know about the edge nodes in advance.

The authors in [9] proposed a decentralized management scheme for mobile edge servers and an offloading approach in the edge computing environment. The proposed idea is based on the Peer to Peer (P2P) networking architecture where peers (MEC servers and moving vehicles) have equal privileges. The idea is based on Edgecoin virtual currency where MEC servers and vehicles can store the entire history of the Edgecoin transactions (every transaction by every vehicle), and every workload update transaction by every online mobile edge server. Based on the previous architecture, two algorithms were proposed. The first one is for the generation of all candidate mobile edge server(s) in the vehicle moving direction. The output of the first algorithm is the set of MEC servers to be utilized based on their service ranges. An R-tree was constructed to generate the set of MEC servers that are good enough to be used by the moving vehicle. The second algorithm is for determining the optimal MEC server from the generated list to be used by the moving vehicle. Different from this study, in our work, we are trying to make the mobile node more independent with respect to the offloading decision making. The work requires the mobile node (vehicle) to be involved in P2P network which might not be available for the mobile node all the time.

The OST was adopted in [12] for the objective of deriving a good balance between the gain of choosing the best edge device and the accumulated cost of deep resource probing. The authors in [12] try to enhance the ability of an OST-based model by utilizing layered learning mechanism to define the OST thresholds and the sequence of the edge nodes used for offloading. However, such enhancement results in significant computational overhead and battery consumption for the mobile nodes as it implements deep neural network and Deep Q-Networks. Also, in their applications, the assumption is that the mobile node will have a list of edge devices once a task is generated and then the mobile
node will define which edge node makes a good balance between the cost of probing and the execution delay of the task in advance.

In our previous work [29, 30, 31], we proposed a set of lightweight sequential decision making models adopting the principle of OST. In particular, in our work in [29, 30], we proposed a Delay Tolerant Offloading (DTO) decision making in mobile edge computing environment. In this work, the problem of task offloading decision was cast as an finite horizon OST (decision should be taken within a predefined time horizon). Our main goal was to have a minimized total delay when offloading a task. Different real world data sets were utilized for evaluation. This work was enhanced in [31] by introducing two types of OST based models. The first one, which we call the Best Choice Problem based optimal task offloading policy (BCP), is to maximize the probability of offloading to the best edge server. The advantage of such model is that the task offloading decision can be made by the mobile node independently and it only requires the number of observations (number of edge nodes) to be provided. The other model we introduced in [31] is the Cost-based Optimal Task Offloading Policy (COT) model where we tried to enhance the performance of the BCP when more information about the performance metrics is available taking into account a cost per observation. The processing time and the delay of MEC servers in this work were simulated following specific probability distributions utilizing real mobility trace. In general, the results show that the OST based models were the closest ones to the Optimal, in which we select the edge server with the minimum total expected delay.

In this work, we first revisit the BCP model proposed in [31] and provide more insight about its optimality. Second, assuming we can incrementally learn the probability distribution of specific variables used for decision making we are observing within data timeliness constraints, we adopt the Odds [32] stochastic scheme within the context of the OST to maximize the probability of offloading to the best server based on a threshold provided by the mobile node. Additionally, we provide comparative evaluation of all the OST-based models found in the literature with others offloading methods using simulation-based evaluation and real data set evaluation.

2.2. Contributions

In summary, our contributions are:

- Departing from our previous work in [31], we propose a new quality-aware OST-based model to tackle the objective of maximizing the probability of offloading to the best server (i.e., the server with the minimum processing time) considering the timeliness of the collected data for data-oriented (analytics) tasks.

- We introduce the concept of quality-aware contextual data task offloading represented as a (linear) function over the timeliness of data, which is injected in the dynamic decision making.
• We enhance the Odd OST algorithm with the timeliness function; the optimal decision probabilities (Odds) depend on the freshness of data collected and the current load of the edge servers.

• We provide comparative assessment and extensive sensitivity analysis of our models with other offloading methods found in the literature using real data sets.

3. System Model & Problem Formulation

3.1. System Model

We consider a setting where there exists a finite set of MEC servers deployed along mobile nodes’ paths on they move as shown in Fig. 3. These servers are deployed within RSUs or within base stations and are equipped with storage units and computing units [33]. Such setting can be seen in vehicular network applications as studied in [6] and [9] where smart vehicles perform different types of tasks. For instance, a mobile node can offload contextually collected data to perform data analytics task on one of MEC servers. The mobile node can access the RSUs using Vehicle-to-Infrastructure (V2I) communication mode using dedicated short-range communication (DSRC). As the MEC servers operate at the network edge of radio access networks with the help of the RSUs, their coverage areas may be limited by the radio coverage of the RSUs [6]. Thus, the mobile node only knows about the current MEC server, i.e., the server in the range of that node. Unlike the centralized architecture, we consider the case where there is no centralized controller or server to assist the mobile node to make the decision. Instead, the mobile node is responsible for making the

---

Figure 3: MEC servers and mobile node settings.

---

1A mobile node refers to a smart vehicle or smart phone in vehicle used by passenger.
offloading decision autonomously and locally. We elaborate on the existence of an offloading decision framework implemented in the mobile node from previous work, which provides the entity of network and edge servers profilers as studied in [24]. Such profilers are adopted to provide information about the current load and (or) experienced delay of MEC servers.

Let $X_k$ be the random variable indicating the processing time of $k$-th observed MEC server. Once a task is locally generated and needs to be offloaded, then, at each time, within the number of observed MEC servers $n$, the mobile node checks the value of $X_k$ for each MEC server $k$ it passes by using network and server profilers. The mobile node needs to decide whether to offload to the current $k$-th server or continue observing another server in order to minimize the expected processing time $E[X_k]$. To keep the continuity of task processing, we assume that there is a mobility management entity in the server [34] which implements a mobility management algorithm, such as path selection, power control algorithms [34, 35] or predictive model as in [6]. For example, if the task involves getting some results from the MEC servers and the mobile node is out of the range of that MEC server, then the selected MEC server should be transmitting the results through the next MEC server using high bandwidth wired connection [9].

3.2. Problem Formulation

Now, our goal is to optimize the decision on when to offload the tasks to an available server. Formally, our objectives are: (i) to maximize the probability of offloading to the optimal server and (ii) to minimize the expected value of random variables $X_k$, i.e., $E[X_k]$. These two optimization objectives have been considered in our previous work in [29, 30, 31]. In this work, however, we elaborate on the first objective, i.e., maximizing the probability of offloading to the optimal server. In the following sections, we first revisit the BCP model proposed previously in [31] with more details. After that, we introduce a Quality-aware Contextual Data Offloading based on the Odds algorithm that takes into consideration the timeliness of the data to be processed in analytics tasks. Later, we provide a comprehensive assessment for the OST based models along with other offloading methods. In Table 1, we provide the key notations used in this paper.

4. Maximizing the Probability of Offloading to the Best Server

4.1. General Model

We first provide a review of the BCP model [31] that deals with the objective of maximizing the chance of offloading to the best server where the number $n > 0$.

---

2 $X_k$ can indicate different random variables, e.g., the transmission time coupled with the computational workload of a server or the time it takes the MEC server to broadcast the results to other system, e.g., real time information for transportation system. For simplicity, we call it processing time throughout the paper unless otherwise specified.
of the available servers, which are candidates for task offloading, is known to
the mobile node in advance. This can be defined by the user or estimated by
the application based on the deadline of the task to be offloaded, e.g., offload
task(s) to one of the next \( n \) available MEC servers. Also, it does not have to be
the number of servers; it could be the number of time intervals the mobile node
is going to observe (probe) the random variables \( X_k, k = 1, \ldots, n \). For example,
the mobile node might spend more time within the range of a server. In such
case, we care about selecting the best time to offload the task within the time
horizon of \( n \) probing time instances. Overall, the objective is to maximize the
probability of selecting the best server for task offloading. The mobile node is
on-line observing a sequence of candidate servers, which are locally (relatively)
ranked in the node from the best to the worst w.r.t. a performance criterion
function over \( X \). At each observation, the node should decide whether to choose
the current available candidate server (or time) or not. In the latter case, in this
work, the node cannot recall its decision, i.e., if a candidate server is rejected for
selection, it cannot be recalled. This is due to the fact that, in our setting, the
mobile node (AV for example) is moving in 1D mobility model. The challenge
is that the node desires to define an offloading policy (rule) which
maximizes the chance of choosing the best server w.r.t. the ranking seen so far. Every
server is relatively ranked based on the previous observed servers and can only be checked sequentially and in a random order. The node should maximize the
probability to select the candidate among the \( n \) candidates, which is globally
ranked best. This is cast as a Best-Choice Problem [16]. In our BCP, we seek
the offloading rule that maximizes the probability \( P^*_n \) of selecting the best of all
servers and the corresponding probability of that success. Let us call the \( k \)-th
server candidate, if it is relatively best in terms of \( X_k, k = 1, \ldots, n \). We then
define a positive integer \( r_n \in \{1, \ldots, n\} \), defined as:

\[
r_n = \min\{r \geq 1 : \frac{1}{r} + \frac{1}{r+1} + \cdots + \frac{1}{n-1} \leq 1\},
\]

for \( n \geq 2 \). Based on the BCP, the optimal policy is to reject the first \( r_n - 1 \)
servers and then select the first candidate, if any, to offload the tasks. For
reasons of completeness, we provide Theorem 1 where the optimality of the BCP model is based on.

Theorem 1. The maximum probability of selecting the best candidate in the BCP in (7) is given by:

\[
P^*_n(r_n) = \frac{r_n - 1}{n} \sum_{k=r_n}^{n} \frac{1}{k-1}
\]

Proof: See [16].

For a small value of \( n \), the optimal \( r_n \) can be computed using [1]. When \( n \rightarrow \infty \), we obtain the well-known Secretary Problem where the optimal probability tend to be \( \frac{1}{e} \) [36].

Let us consider an example with a finite small \( n \), e.g., \( n = 3 \). That is, there are 3 MEC servers in the AV’s path. These servers have different processing times. We refer to the MEC server with the minimum processing time ranked with the number 1, and the server with the highest processing time ranked with the number 3. The MEC servers might come in different order. Thus, we have 6 permutations (3!). One policy is to reject the first server and take it as baseline and then accept the first relatively best server after that. If we follow such policy, 50% of time, we select the best one. In other words, there is 50% chance of offloading to best. If we increase the number of MEC servers by only 1 and follow the same policy, the chance of offloading to the best becomes close to 45%. As the number of MEC servers gets larger, the chance of offloading to the best gets smaller. Therefore, such policy does not work well with larger number of MEC servers and does not give the maximum probability which decreases with the number of MEC servers involved. Moreover, if the mobile node is offloading randomly to one of the encountered servers for e.g., \( n = 10 \) MEC servers, we have only 10% chance of offloading to the best server.

Figure 4: The probability of offloading to the best (left) and the value of \( r - 1 \) (right) for different numbers of MEC servers \( n \).[37]

In Figure 4, we show the (desired maximum) probability of offloading to the best (left) and the value of \( r - 1 \) (right) for different numbers of MEC servers

\[3\text{For more information about Theorem 1 see [16] and [36].} \]
n. We observe that as the number of MEC servers grows, we end up with the 36% chance of offloading to the best \[37\]. In reality, we expect the mobile node to have a number of MEC servers less than 10, thus, following the BCP’s rule, we have a probability of offloading to the best \[\geq 39\%\]. Moreover, the BCP model only requires the number of observations \(n\) the mobile node is willing to observes. The number of observations can be defined and fed to the BCP model by the mobile node itself. Therefore, the decision making algorithm in this model is very independent and does not require relatively a lot of information.

Nevertheless, in the MEC environment, we expect that there will be other information in addition to the number of MEC servers \(n\). Such information can be utilized to adopt and apply an advanced model within the context of OST. Moreover, it is possible to consider other requirements with a better performance in the decision of task offloading. Therefore, in the following subsection, motivated by the BCP model and aiming to achieve and optimize the same objective, i.e. maximizing the probability of offloading to the MEC server with the minimum processing time, we provide an advanced decision making algorithm with less dependency where the mobile node can provide more information in order to have better results. Focusing on offloading contextual data, the mobile node needs to know (or learn) the probability distribution function of the random variable it is trying to optimize along with the time constraints of collected data in an incremental manner, as will be discussed later. Our assumption is that we could improve the performance of the BCP model adopted previously in \[31\] and expanded above.

### 4.2. Quality-aware Contextual Data Offloading

In this section, we study the case that arises when a mobile node desires to offload contextual data to a MEC server and performs data analytics task while on the move. The data analytics task can be data correlation analysis, inferential and predictive analytic \[38\], statistical learning models building, model selection \[39, 40\] or data for HD maps as in \[33\]. The data can be gathered via different applications such as a mobile crowd-sensing (MCS) or vehicular crowd-sensing \[41, 42\]. For example, in vehicular crowd-sensing applications, vehicles sense data from surrounding environment, process them and send the processed results within a specific deadline to a centralized application manager for further processing \[42\]. In this use case, beside the main objective (maximizing the probability of offloading to the best server), the mobile node wants to offload contextual data to perform an analytic task before the data turns obsolete (stale). To deal with this quality of analytics problem, we elaborate on the Odds algorithm within the context of the OST enhanced with data quality indicators in the offloading decision task.

Let \(f: \mathbb{T} = \{1, 2, \ldots\} \rightarrow [0, 1]\) represent how stale the data is, which is a non-increasing function adapted from \[43\]:

- \(f\) is non-increasing in \(\mathbb{T}\),
- \(f_0 = 1\), where \(k = 0\) is the start time before collecting the first data,
- \( f_n = 0 \), for \( k \geq n \).

A linear timeliness function \( f \) is as follows:

\[
f_k = \begin{cases} 
1 - \frac{k}{n+1}, & 1 \leq k < n \\
0, & k \geq n.
\end{cases}
\]  

(3)

The Odds algorithm is an OST algorithm for computing optimal stopping rules in order to maximize the probability of stopping at the last observation which satisfies a specific criterion \([32]\). We call an observation that satisfies the defined criterion a success. To get more insight on the Odds algorithm, let us consider a mobile node that is sensing data while on the move. The mobile node is trying to offload the data to a MEC server that has a processing time less than or equal to a desired threshold \( \theta \) defined by the application launched on the mobile node. The Odds of the observed server \( k \) denoted by \( r_k \) is defined as the ratio of the probability \( P_k \) of having the MEC server with a processing time \( X \) less than or equal to \( \theta \) divided by its complementary probability \( 1 - P_k \) \([44]\). Specifically, the Odds at time \( k \) is defined as follows:

\[
r_k = \frac{P_k}{1 - P_k}, P_k < 1
\]  

(4)

In each observation \( k \), we take into account the Odds \( r_1, \ldots, r_k \) as well as the timeliness \( f_1, \ldots, f_k \) of the collected data by evaluating the function in (3). Hence, we obtain that:

\[
r_k = \frac{P_k f_k}{1 - P_k f_k},
\]  

(5)

where the Odds \( r_k \) depends now on how stale the data are at time instance \( k \). Let \( P_k = P(X_k \leq \theta) \) denoted by \( \delta \), then we have:

\[
r_k = \frac{\delta f_k}{1 - \delta f_k}
\]  

(6)

(3) can be reformed as:

\[
f_k = 1 - \frac{k}{n+1} = \frac{n+1-k}{n+1}
\]  

(7)

Then, we can substitute (7) for \( f_k \) in (6):

\[
r_k = \frac{\delta \frac{n+1-k}{n+1}}{1 - \delta \frac{n+1-k}{n+1}}
\]  

(8)

(8) can be simplified as:

\[
r_k = \frac{\delta (n+1) - \delta k}{(1 - \delta)(n+1) + \delta k}.
\]  

(9)
Note that the Odds $r_k$ changing with the time $(k)$ as a non-linear function of the observation $k$ reflecting the constraints of the data timeliness while engaging the application specific threshold $\delta = P(X_k \leq \theta)$ for assessing the appropriateness of the $k$-th MEC server. Figure 5 shows the evolution of the Odds $r_k$ against observation $k$ for different $\delta$ values in \{0.3, 0.5, 0.8\} with $n = 10$. The Odds values decrease as we approach the end of (candidate) MEC observations, while a high application threshold $\delta = P(X_k \leq \theta)$ increases the Odds at the beginning of the selection process (being optimistic due to a relatively high $\delta$). However, as $k \rightarrow n$, the Odds shrink to a very low value to enforce the decision of offloading to be taken, thus, avoiding offloading stale data ($at k = n$ with $f_n = 0$).

Let us now elaborate on the modified Odds algorithm that takes into consideration the data timeliness indicator $f_k$ in the optimal task offloading decision. Specifically, the traditional Odds-algorithm applies to a class of problems called last-success-problems. The objective is to maximize the probability of identifying in a sequence of sequentially observed independent events the last event satisfying a specific criterion.

In our context, we aim at maximizing the probability of offloading to the last MEC server with $P_k = P(X_k \leq \theta)$ for a given $\theta$ threshold such that $P_k$ is higher than all preceding probabilities $P_l, l = 1, \ldots, k-1$ seen so far. And, this decision must be taken at the time of observation. Hence, the very last MEC server with the above-mentioned criterion is the highest bid. Maximizing the probability of offloading on the last $k$-th MEC server with $P(X_k \leq \theta)$ therefore means maximizing the probability of offloading to the best MEC server w.r.t. $\theta$. In the proposed quality-aware data offloading, we principally add the timeliness indicator $f_k$ to the $P_k$, thus, now $r_k$ represents the Odds of the $k$-th event turning out to be candidate for data offloading.

The Odds-algorithm sums up the Odds in reverse order:

![Figure 5: The odds $r_k$ against observation $k$ for different $\delta$ values; $n = 10$.](image-url)
until this sum reaches or exceeds the value 1 for the first time. Let us denote that this happens at observation $s$, i.e., the corresponding sum $R_s$ exceeds 1 with

$$R_s = r_n + r_{n-1} + r_{n-2} + \cdots + r_s.$$  (10)

If $R_s$ does not reach 1, then we set $s = 1$. Also, at the same time we compute the product:

$$Q_s = \prod_{k=s}^{n} (1 - P_k f_k).$$  (11)

Based on the $R_s$ and $Q_s$, we then apply the Odds algorithm to determine the optimal strategy for offloading to the best MEC server. The optimal strategy is as follows:

**Quality-aware Odds Strategy:** The mobile node observes the MEC servers one after the other and decides to stop on the first MEC server from time $s$ onwards (if any), where $s$ is the stopping threshold such that $R_s \geq 1$.

This strategy is optimal, that is, it maximizes the probability of stopping on the last best MEC server. And, this is happening with the maximum probability which equals to:

$$P^*_s(r_s) = Q_s R_s : R_s \geq 1.$$  (12)

Note that $P^*_s(r_s)$ is always at least 0.368 and this lower bound is best possible, which is achieved by the BCP policy with a very large number of MEC servers $n$. It is also worth mentioning that the Odds-algorithm computes the optimal strategy and the optimal probability $P^*_s(r_s)$ at the same time. Also, the number of operations of the Odds-algorithm is sublinear in $n$.

Let us apply this optimal methodology in practice. The mobile node should reject the observations (MEC servers) from $k = 1$ until $s$ and from the observation $s$, the mobile node starts checking each observation (candidate MEC server). If it is a success, i.e., $X_k \leq \theta$ for $k > s$, then, the mobile node should offload the data to the $k$-th MEC server, otherwise it continues observing until $f_n$, i.e., where the data must be offloaded since $f_n = 0$. As an example, assume that MEC processing time $X \sim \mathcal{N}(50, 10)$ follows normal distribution with mean 50 ms, a standard deviation of 10 ms for a specific data size and analytics tasks and the data on the mobile node must be offloaded within the next $n = 10$ observations. The timeliness of the data can be specified by the task application (it can be the number of time intervals or it can be the number of MEC servers
the mobile node should observe before \( f_n = 0 \). If we assume that the mobile node will have \( n = 10 \) observations and the mobile node is looking for a MEC server with processing time less than \( \theta = 50 \), then, based on the Odds algorithm enhanced with \( f_k \) timeliness indicators, the strategy suggests to start looking for a MEC server to offload from \( k = 5 \) and onward. By doing this, there is \( \approx 42\% \) chance of offloading to the (last) best MEC server, which is the maximum that can be achieved. The probability here refers to the situation where we end up with a MEC server with processing time less than 50, thus, satisfying our criteria.

In real world scenarios and in the long run of a mobile node application, the MEC servers’ provider can provide the probability distributions of the random variable \( X_k \) of the MEC servers based on the locations of the mobile node. Alternatively, the mobile node itself can use the historical data of the task offloading to learn the probability distribution. Once we can estimate the probability distribution of the processing time, the mobile node can estimate, based on the model above, where it should start checking the performance criterion in order to maximize the probability of offloading to a MEC server that meets the defined condition.

4.3. A Summary of the OST-Based Offloading Models

To review the proposed models, including our previous work in \([29, 30, 31]\) and the model presented in subsection 4.2, they are visually described in Figure 6. As shown in Figure 6a, the BCP model takes the number of observations \( n \) as an input and outputs the numbers of servers that should be rejected before considering a MEC server for offloading. The mobile node should offload if the processing time/load \( X_k \) is the best seen so far, otherwise, the mobile node should continue observing until the server \( n \). By that time, the mobile node must offload to server \( n \).

The DTO model \([29, 30]\), shown in Figure 6b, takes the number of observations \( n \) and the probability distribution function \( p(X_k) \) as inputs and outputs a scalar decision threshold \( a_k \) for each server \( k = 1, \ldots, k \). The mobile node should offload if the observed processing time/load \( X_k \leq a_k \), otherwise, the mobile node should continue observing until server \( n \). By that time, the mobile node must offload to server \( n \).

The COT model \([31]\), shown in Figure 6c, takes the probability distribution function \( p(X_k) \) and a cost per observation (probing cost) \( c \) as inputs and outputs a threshold \( V^* \) for each cost \( c \). The mobile node should offload if the observed processing time \( X_k \leq V^* \), otherwise, the mobile node should continue observing until a defined deadline. By that time, the mobile node must offload to the first observed server.

The proposed data quality-aware Odds model (subsection 4.2), shown in Figure 6d, takes the probability distribution function, a timeliness function/indicator \( f_k \) and a defined threshold as inputs and outputs the numbers of servers \( s < n \) that should be rejected before considering a MEC server for offloading. The mobile node then starts evaluating the condition based on the required threshold \( \theta \). If the condition is true, then, the mobile node should offload, otherwise, the
mobile node should continue observing until $f_n = 0$. By that time, the mobile node must offload before the data turns obsolete.

It should be noted that the previous models can be also applied to a situation where the mobile node is moving within the range of one MEC server and tries to choose a time instance (within a specified time horizon $n$) with minimized processing time. In such case, the horizon $n$ can be divided into time slices and then we obtain the offloading rules based on the procedure of each model. The decision (which server or which time instance) is based on the mobility of the mobile node as well as on the density of the MEC servers deployment. For example, in AV scenario as considered in [6] and [9], we could go for MEC server selection especially if there is high mobility and high density deployment of the MEC servers.

5. Performance Evaluation

We use two settings to evaluate the proposed OST based models: simulation based evaluation and real world data sets based evaluation. In both settings,
we compare our OST-based offloading models namely BCP (subsection 4.1), the proposed quality-aware Odds model (subsection 4.2), DTO [29, 30] and COT [31] with the Random selection model (Random), and the $p$-stochastic model ($p$-model; which will be discussed later). We compare the results from all models with the ground truth, i.e., the Optimal model, in which we select the server with the minimum processing time for each offloading session. The closer a model is to the Optimal, the better the model performs in terms of the task offloading decision. In the following subsections, we provide the details and the results of each setting. Table 2 shows the values of the parameters of the simulation experiment.

### 5.1. Simulation Based Evaluation

In the simulation evaluation, the probability distribution of the random variable $X$, e.g., the processing time, will be known in advance. To simulate the environment of MEC, we used Simpy in Python [45]. Simpy is a process-based discrete-event simulation framework. Each MEC server $k$ is modelled as a resource that advertises its processing time $X_k$ each time during the simulation. The mobile node is modelled as a process that passes by the MEC servers in 1D mobility model and checks the processing delay advertised by each MEC server. We first consider five MEC servers, i.e. $n = 5$. The processing time $X$ is drawn from normal distribution with $\mu = 50$ ms and $\sigma = 10$ ms and it was generated using Python function that generates random numbers following a specified distribution, i.e. normal or uniform distribution. It should be noted that the processing time has been named in the literature with different terms including total delay [34], latency [2] or waiting time [9]. Also, the range of the processing time varies according to the application types. As an example, it is being ranged from 0.1 seconds to $\approx 800$ seconds in [46] and in the range of 10 ms to $\approx 30$ ms as in [9]. Therefore, different values or scales of $X$ can be used with the proposed models generating similar results as we will see in the real data set experiment. Each minute, a mobile node (in e.g., a vehicle/car) starts checking the MEC servers. It starts with server number 1 and applies the proposed models above to select a MEC server for offloading. In the BCP, the rule, based on Figure 4 (right), is to reject the first two servers, take the best among them as a baseline and start looking for a server that is better than the baseline. If we reach server 5 without offloading, we then must offload to server 5. In the

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>$\mathcal{N}(50, 10)$ &amp; $\mathcal{U}(0, 1)$</td>
</tr>
<tr>
<td>Number of mobile nodes</td>
<td>1000</td>
</tr>
<tr>
<td>$n$</td>
<td>{3, 5, 10}</td>
</tr>
<tr>
<td>$\theta$</td>
<td>{30, 40, 50, 60} &amp; {0.3, 0.4, 0.5, 0.6}</td>
</tr>
<tr>
<td>$c$</td>
<td>{1, 2, 3, 4, 5, 20, 30} &amp; {0.1, 0.3, 0.4}</td>
</tr>
<tr>
<td>$p$ for the $p$-model</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 2: Simulation experiment parameters’ values.
DTO, each server \(k\) is compared with the decision threshold \(a_k\) as proposed in \[29, 30\]. If the processing time \(X_k\) is less than the threshold \(a_k\), the mobile node should offload, otherwise, it continues till it reaches the last server, and then it must offload to the last server. In the COT model \[31\], there is a unique solution for \(V^*\) for each value \(c > 0\). We obtain the threshold values \(V^*\) for each cost value \(c \in [1, 50]\). As plotted in Figure 7, we can see that the generated threshold \(V^*\) values are around the mean when \(c \leq 10\). In our modelling, the value of the cost \(c\) is interpreted as the need for a lower processing time, but different interpretations can be obtained based on the application requirements.

As a result, we can see from Figure 7 that low costs have higher thresholds and thus it will accept higher processing time. In contrast, higher costs have less thresholds and thus it will look for less processing time. Once the value of \(c\) is defined, the value of \(V^*\) can be obtained as shown in our previous work \[31\]. We start by defining the cost to be \(c = 4\), and later, we show the performance for different values \(c\). Starting from server 1, if the processing time \(X_k\) is less than that threshold \(V^*\), we offload to that server. If we reach server 5 without offloading, we then must offload to server 5. In the quality-aware Odds model, we first define \(\theta = 50\) as a threshold. Thus, based on the proposed model, the model suggests to start from server 2 \((s = 2)\) and pick the server that has a processing time less than or equal to \(\theta = 50\). Note that as \(n\) is set to 5, we calculate the indicators \(f_1, \ldots, f_5\).

![Figure 7: The \(V^*\) value for the processing time used in the experiment vs. cost \(c\).](image)

In the Random selection model, for each user, we uniformly at random select a server to offload the task. In the \(p\)-model, for each server, we assign a probability of offloading; in this setting we experimented with \(p = 0.8\). In each user’s movement, each server has probability \(p = 0.8\) of being selected for task offloading. If a server is selected, we stop the process and consider that server for offloading. If there was no server selected, we select the last server. The \(p\)-model, here, is a simulation for scenario where the mobile node offloads at the first server as we have higher probability, i.e. \(p = 0.8\), as we will see later in the

\[\text{For more details about the thresholds for the DTO and the COT models, see }[29, 30, 31]\.
real data set evaluation. The Optimal model was captured at each offloading session by selecting the server with the minimum processing time.

The results of the experiment are shown in Figure 8. We can observe that there is a noticeable overlapping between the Optimal and the OST based models (the DTO, the COT and the quality-aware Odds) as shown in Figures 8b, 8c and 8d respectively. This overlapping decreases in the BCP, the Random and the p-model as it can be seen from the Figures 8a, 8e and 8f. However, the BCP model is achieving lower expected processing time ($\mu = 46$) than the Random ($\mu = 49$) and the p-model ($\mu = 50$). This is clear in Figure 9 as the difference between the Optimal and the OST based models including (BCP, DTO, COT, Odds) is significantly less than the Random and the p-model models.

It should be noted that, in general for the DTO and the COT models, the Optimal thresholds generated by each model for each observation $k$ is close to the mean of the processing time, i.e. 50. For example, in the DTO, the generated threshold values $\{a_k\}_{k=1}^n$ for $n = 5$ are $\{46, 47, 48, 49, 50\}$. As we can see, the values are close to the mean of the processing time. This also applies to the COT model. Based on these Optimal thresholds, we first set the threshold value $\theta = 50$ for the Odds, and later we show the performance for different $\theta$ values. As it can be seen from the Figures, we had a good performance in the Odds. This good performance is due to the fact that we have around 42% probability of picking a server with processing time less than 50\(^5\). Therefore, a lesson learnt here is that setting a threshold value close to the mean value achieves less processing time. We had better performance in the BCP model than the Random and the p-model as the BCP offloading policy has higher probability of offloading to the minimum processing time than the Random and the p-model as we observer earlier in subsection 4.1. This higher probability is translated into less expected processing time than the Random and the p-model. We should note that, we have similar probability of offloading the best in the BCP and the Odds, but having a defined threshold $\theta$ when checking the MEC server has increased the performance in the quality-aware Odds model.

\footnote{This probability is calculated using equation (12).}
Figure 8: Simulation results for all the models when $X$ normally distributed.
In the previous experiment, the random variable $X$ we are trying to observe and optimize is following normal distribution. We now let $X$ be uniformly distributed scaled in $[0, 1]$. This can refer to the server utilization, i.e., the CPU utilization. For example, 0.5 indicates that 50% of servers’ CPU is utilized. We follow the same steps as we did in the previous experiment for all the models. In the COT model, we obtain the Optimal threshold $V^*$ values for each cost value $c \in \{0.1, 0.2, 0.3, 0.4\}$. We first show the results when $c = 0.2$, where the Optimal threshold $V^* \approx 0.36$. Later, we show the performance for the rest of the values $c$. The interpretation for the cost is similar to the situation when we have $X$ normally distributed, i.e. higher cost (small threshold $V^*$) means high demand for less processing time. In the quality-aware Odds model, we set the threshold $\theta = 0.5$, thus, there is around 42% chance of offloading to a server with $X \leq \theta = 0.5$. Although we have the same probability in the BCP model, but again, it turns out that setting a threshold can improve the performance of the Odds model. In general, we can see from the results shown in Figure 10 and Figure 11 that the models performance is similar to the results we obtain when $X$ following normal distribution. We still have the DTO model perform the best, and in general, the OST based models are closer to the Optimal than the Random and $p$-model.

5.1.1. Sensitivity Analysis (Simulated Environment)

In this sections, we provide the models’ results for different parameters values. We start by showing the results of the BCP model for different values of $n$. We observe that when $n$ is small, the difference between the BCP and the Optimal decreases. For normally distributed $X$, the difference was 5.24, and 9.07 for $n = 3$ and $n = 10$ respectively as shown in the Figures 12a and 12c. This is also true when $X$ uniformly distributed: the difference was 0.16, and 0.22 for $n = 3$, $n = 10$ respectively as shown in the Figures 12b and 12d. These results support Figure 4 (left), i.e. the probability of offloading to the best decreases and approaches 36% as $n$ increases.
(a) BCP and the Optimal selections.  
(b) DTO and the Optimal selections.  
(c) CBT and the Optimal selections.  
(d) Odds and the Optimal selections.  
(e) Random and Optimal selections.  
(f) P-model and Optimal selections.

Figure 10: Simulation results for all the models when $X$ uniformly distributed.
We also study the COT model [31] for different values of $c$. In our modelling, high value $c$ will generate small threshold $V^*$. This can be interpreted as the high demand for small value of $X$. On the other hand, small value of $c$ will generate large threshold $V^*$. Therefore, when we set the cost to a small value, then, it implies we are tolerant to expect higher value $X$. Figure 13 shows...
the confidence interval and the average processing time achieved by the COT model for different $c$ values when $X$ is normally distributed (Figure 13a) and when $X$ uniformly distributed (Figure 13b). We can see from the results that the processing time achieved by the COT is higher when $c = 1, c = 20, c = 30$. When $c = 1$, $V^*$ is high, thus, the mobile node offloads at the first server. When $c = 20, c = 30$, $V^*$ is very small, thus, it delays the offloading and in fact the mobile node did not find a server with processing time less than $V^*$. Therefore, the mobile node has to offload to the last server. The value of $V^*$ was around the mean when $c = 3, 4, 5$. Thus, we had a closer processing time to the Optimal. This is also true for the uniform distribution, when $c = 0.1$, the value of the $V^*$ was 0.5. Therefore, when the threshold $V^*$ is close to the expected value (mean), the COT performs better.

![Graph](image1)

(a) Confidence interval when $X$ normally distributed.
(b) Confidence interval when $X$ uniformly distributed.

Figure 13: Confidence interval in the COT for different cost $c$ values.

We also consider the quality-aware Odds model with different $\theta$ values. Figure 14 shows the confidence interval and the average processing time achieved by the quality-aware Odds model for different $\theta$ values when $X$ is normally distributed (Figure 14a) and when $X$ is uniformly distributed (Figure 14b). Similar to the COT model, we observe that when $\theta$ is close to the mean, the model performs better. As mentioned earlier, when $\theta = 50$, we have around 42% chance of offloading to a server with processing time less than or equal to 50. This is also true when $\theta = 60$, i.e. we have around 42% chance of offloading to a server with processing time less than or equal to 60. However, due to the higher value of the threshold, i.e. 60, we had higher processing time than the processing time when we set $\theta$ to 50. Setting the value of $\theta$ to 40 had an acceptable performance. We had higher processing time when $\theta = 30$ as we have small chance of offloading to a server with the specified thresholds. When $X$ is uniformly distributed and when $\theta = 0.4, 0.5$ and 0.6, we have higher chance of offloading to a server meeting the specified thresholds, i.e. $>40\%$. However, the performance was not good when $\theta = 0.6$. This reason for having high processing time is because the higher value of threshold (0.6), and thus, the mobile node will accept a server with higher processing time. Therefore, for the Odds model, in both setting, i.e. when $X$ is $\mathcal{N}(50, 10)$ or $\mathcal{U}(0, 1)$, setting the threshold $\theta$ to
value of the expected value or less by $\approx 10$ achieves less processing time. We should note that each $\theta$ value has different stopping index $s$ based on model presented in subsection 4.2. As an example, when $\theta = 30$, $s = 1$, and when $\theta = 60$, $s = 3$. This is also true when $X$ is uniformly distributed, e.g. when $\theta = 0.3$, $s = 1$, and when $\theta = 0.6$, $s = 2$.
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(a) Confidence interval when $X$ normally distributed.

![Chart](image2)

(b) Confidence interval when $X$ uniformly distributed.

Figure 14: Confidence interval in the quality-aware Odds for different $\theta$ values.

5.1.2. Mobility Scenarios

As the mobility of the mobile node plays a key role in task offloading within the MEC environment, it is important to consider its effects when applying the OST based decision making. Therefore, we simulate a mobile node (i.e. smart vehicle) that moves in one direction with different velocity values uniformly distributed in $[1, 5]$ meters per second and it passes by a set of MEC servers. The communication range of the MEC servers is 100 meters. Five MEC servers over a distance of 1000 meters were deployed, i.e. one server each 200 meters. Figure 15 shows such a setting.

![Diagram](image3)

Figure 15: Mobility simulation.
As it can be seen from Figure 15, the car selects server 3 for offloading. The green line shows that the car was within the communication range of server number 3. Now we define the traveling time $T$ to be the time it takes the car from the first point of the green line till the last point of the green line. The car offloads data to be processed before going out of the range. Having such settings, the mobile node will face one situation from two. First, when we have a processing time less than the traveling time. This case can arise when the load of the MEC server is light, e.g. due to the density of the vehicles being low or the velocity of the mobile node is not high. In this case, the OST models have higher probability to select a MEC server that finishes the task before the mobile node gets out of the range of that MEC server with minimized processing time. To check this, a velocity $[1, 5]$ that generates traveling time higher than the processing time has been used. The processing time are assumed to follow normal distribution, i.e. $X \sim N(50s, 10s)$. The results show that the difference between the processing time and the traveling time when applying the OST models is higher than the other models: the Random, first selection as shown in Figure 16. The higher the difference the more reliability the model has. This indicates that the OST based offloading is more reliable offloading than the other offloading methods as the proposed models ensure the task finishes before going out of the range of the communication.

**Second**, when the processing time is higher than the time the mobile node spends within the communication range, i.e. $X > T$. In this case, we need a mobility management algorithm that handles such a mobility. Examples of such algorithms are power control for low mobility, and path selection or task migration for high mobility as stated in [34]. The adoption of the OST based selection in such scenario can be benefit. For example, in each method of the mobility algorithms, the first step is to make a selection for an edge node to offload to. Therefore, it is not difficult to consider the proposed models for this kind of scenario, but this is left for future work and out of the scope of the paper.
5.2. Real Data Sets Based Evaluation

We also consider real data sets to evaluate our models. The purpose of this evaluation is to see how our models perform when dealing with real data sets. To simulate the movements of the mobile nodes, we first used the real data set of taxi cabs’ movements in Rome [47]. The data set contains GPS coordinates of 320 taxis collected over 30 days. For each row in this data set, we have the cab-id, date/time and GPS coordinates of the current location. It is worthwhile to mention that the use of mobility trace here is not for studying the mobility of users. It is used in our experiment to use each time movement as location or time to check for a server/time to offload. In other words, each movement is modelled as an observation or connection to a MEC server. Figure 17 shows the movements of the cars in Rome map.

The processing time is represented in this experiment by real servers’ utilization (the CPU utilization) obtained from [48]. In the servers’ data set, we have around 150 servers’ data (more than 1 billion rows). Thus, for each movement, the car picks a server from the servers’ data set, checks that server utilization and takes a decision of whether the car should offload at that time or continue observing based on the decision suggested by the model as explained earlier in the simulation evaluation section. We focus on the movements of over 5 days (5000 rows of movements). An offloading decision was taken for each minute. Thus, we have more than 1000 offloading decisions. This will ensure to see the behavior of the proposed models for a long time. Figure 18 shows the probability distribution of the servers’ utilization for the all servers in the data set. We can see that the servers’ utilization in general follows normal distribution with $\mu = 36$ and $\sigma = 16$. Also, for illustrative purposes, an example of one offloading decision session is shown in Table 3. In Table 4, we show the key parameters’ values in this experiment.

Note that, as the server utilization is approximately following normal distribution, when we apply the OST models, we have to feed the models (Odds, DTO and COT) with the mean and the standard deviation. In this experiment, the mean and the standard deviation were taken once at the beginning of the experiment for the whole servers’ utilization data set. In other words, we did
<table>
<thead>
<tr>
<th>Cap id</th>
<th>Movement time</th>
<th>Location</th>
<th>Machine name</th>
<th>CPU utilization</th>
</tr>
</thead>
<tbody>
<tr>
<td>156</td>
<td>2014-02-05 00:11:01</td>
<td>(41.8911, 12.49073)</td>
<td>m_1939</td>
<td>(41)</td>
</tr>
<tr>
<td>156</td>
<td>2014-02-05 00:11:11</td>
<td>(41.89905, 12.4899)</td>
<td>m_1936</td>
<td>(47)</td>
</tr>
<tr>
<td>156</td>
<td>2014-02-05 00:11:22</td>
<td>(41.8994, 12.48940)</td>
<td>m_1941</td>
<td>(20)</td>
</tr>
<tr>
<td>156</td>
<td>2014-02-05 00:11:31</td>
<td>(41.8994, 12.489401)</td>
<td>m_1941</td>
<td>(37)</td>
</tr>
</tbody>
</table>

Table 3: A sample of the data set used in the experiment.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value / Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X$</td>
<td>real servers CPU utilization in $\mathcal{N}(36, 16)$</td>
</tr>
<tr>
<td>Number of movements</td>
<td>5000 movements</td>
</tr>
<tr>
<td>Number of offloading decision</td>
<td>$&gt; 1000$</td>
</tr>
<tr>
<td>$n$</td>
<td>5</td>
</tr>
<tr>
<td>$\theta$</td>
<td>${20, 30, 40, 50, 60}$</td>
</tr>
<tr>
<td>$c$</td>
<td>${1, 2, 3, 4, 5, 20, 30}$</td>
</tr>
<tr>
<td>$p$ for the $p$-model</td>
<td>0.8</td>
</tr>
</tbody>
</table>

Table 4: Real data set experiment parameters’ values.

not apply the models with the mean and the standard deviation of the observed utilization during the experiment. Instead, we only take this information once when we start the experiment. This is an important aspect of conducting this experiment as in real world scenario, the mobile node does not know the mean and the standard deviation of a specific MEC server, but can obtain this information from historical data for the MEC servers in one area in specific time with the help of MEC servers operators.

![Figure 18: The distribution of the servers’ CPU utilization.](image)

Similar to the simulation setting, we compared the results from all models with the ground truth, i.e., the Optimal model, in which we select the server with the minimum CPU utilization for each offloading decision session. For
example, the Optimal in Table 3 is to offload at 00:11:22 with CPU utilization of 20%. The closer a model is to the Optimal, the better the model performs in terms of the task offloading decision. We run all models on each minute (offloading decision session) for evaluation. In short, each minute consists of around 5 movements. Each model selects a server for offloading as suggested by that model. We then take the average server utilization achieved by each model in all offloading decision session.

Figure 19 shows the average server utilization suggested by each model. We can see that the OST models are the closest models to the optimal. The DTO performs better than the rest of the models with absolute difference, compared to the optimal of 5 and it is higher than the Optimal by 23% as shown in Figures 20a and 20b.

In reality, the mobile node would normally offload to the first server or in the first time. A simulation for such case is the $p$-model with $p = 0.8$. This is clear in Figure 19 where the $p$-model has the lowest offloading times (offload earlier than other models). We can see from the results that the $p$-model is too far from the optimal. In other words, our results show that going with the first server (time) or (immediate server) is not a good idea. Moreover, which server/time is the Optimal is not known and not provided to the mobile node. In other words, in the considered environment, the Optimal is not available to the mobile node so having the OST-based model implemented in the mobile node can achieve near-optimal server utilization.

Figure 19: Average processing time and average offloading times suggested by each model.

5.2.1. Sensitivity Analysis (Real Data Sets)

To further investigate how significant the difference between the proposed models and the Optimal is, in Figure 21, we plot the confidence interval (95% confidence limits) for the results obtained by each models. We can see that the difference is more significant with the Random and $p$-model. Also, the significance in the difference increases in the BCP, and it decreases with the rest of the models.
Figure 20: Difference between the Optimal and all models.

(a) Absolute difference.  
(b) Percentage difference.

Figure 21: Confidence interval for the real data sets experiment.

Figure 22 shows the $V^*$ optimal threshold for the COT model vs the associated cost for the server utilization used in the experiment. Similar to simulation experiment, a lower cost $c$ indicates accepting higher server utilization, whereas higher cost means a high demand for small server utilization.

Figure 23 shows the confident interval and the average utilization server achieved by the COT model for different cost $c$ values. We observe that the server utilization is closer to the optimal when $c = 4$, $c = 5$ and $c = 6$. The $V^*$ optimal threshold values when $c = 4$, $c = 5$ and $c = 6$ are 39, 37 and 34 respectively which are around the mean of the server utilization. Similarly, Figure 24 shows the confident interval and the average utilization server achieved by the Odds model for different $\theta$ values. It is also clear that when the threshold is close to the mean, the server utilization gets closer to the Optimal. This supports our findings in the simulation experiment.
In addition to the average server utilization as a performance metric, we use the number of successful offloading for each model. The number of successful
offloading refers to number of offloading decisions, suggested by each model, that meets specific requirements. To have an idea about the number of successful offloading metric for each model, let’s first assume that we have 3 different MEC applications x, y and z. Each of which has a specific requirement. For example, application x requires a CPU utilization less than 10, application y requires a CPU utilization less than 20 and application y is tolerant to offload to a server with CPU utilization less than 30. Now, if an offloading happens to server with utilization less than 10, we then consider that a successful offloading for application x.

Figure 25 shows the number of successful offloading for different resource requirements for all the models. For an application that requires, \( \leq 10\% \) CPU utilization, the Optimal achieves 102 successful offloadings, i.e. 102 times the Optimal selects a server with a utilization less than 10\%. In the second requirements, \( \leq 20\% \), the Optimal had 463 successful offloadings. For the first and the second requirements, the Odds model was the best among the other models. In the third requirement, \( \leq 30\% \), the Optimal had 887 successes. The Odds model was the closest one to the Optimal in the number of successful offloading with 797 success.

Figure 25: The number of successful offloadings for each model based on different threshold values.

6. Discussion

6.1. Deployment Environment

The proposed models can be integrated with the current offloading architectures and frameworks. For example, considering the existing work in offloading decision framework in the smart phones devices, in general, the main components for the offloading framework are decision engine or code offloader, network, edge servers and application profilers e.g. [20] [22] [26]. The previous components are envisaged to be implemented on a middle-ware on top of the smart-devices operating system to perform code offloading framework [20]. The offloading engine, in general, is fed with the information collected from profilers. Based on the collected information, the decision engine is expected to give
a decision of whether the task should be offloaded or run locally on the mobile device. Our models can be implemented within the decision engine component, and it can be triggered whenever the output of the decision is to offload to an edge server. Most of the existing work in task offloading do not explicitly define the components of on-board computing unit in the smart vehicles but it is not difficult to have the same components mentioned above, including the profilers for network and the edge servers in the smart vehicles.

6.2. Computational Complexity

Regarding the time and space complexity of our models, in general, time complexity in the worst case is $O(n)$. The mobile node is going to observe $n$ servers if the condition for each model is met at the server number $n$. For the models DTO, COT and the Odds, there is one step before the observation which is the generation of the thresholds, i.e. $a_k, V*$ and $s$. We assume that this step is to be done once by the services provider outside the mobile node, but it is also not difficult to implement such step in the mobile node. For example, in the DTO model, we need $O(n)$ if we calculate the thresholds in the mobile node. This is also true for the Odds model. We require more time for calculating the threshold for the COT model, but this depends in the probability distribution. For example, in the uniform distribution, we only perform one operation as shown in [31]. In the normal probability distribution, we calculate and estimate the integration as shown in [31] with time complexity no more than $O(n^2)$. For the space complexity, in the BCP model, we do not need extra space to store any data, thus, the space complexity is $O(1)$. This is also true for the rest of the models if we assume that the training phase is done outside of the mobile node. In the case where we do the training phase locally in the mobile node, we only need to store the parameters of the probability distribution. When $X$ is uniformly distributed, we need to store the maximum and the minimum values. When $X$ is normally distributed, we need the mean and the standard deviation.

6.3. Local & Autonomous Decision Making

It is important to mention that we can achieve full independence for the models DTO, COT and the Odds. For example, in most of the existing offloading framework, e.g. [20] [22] [26], the decision engine is supported by a database where information about the offloading history can be stored. The challenge now is how to estimate the probability functions based on the stored data so we can apply the proposed models. Such estimation can be done using Kernel Density Estimation (KDE) [49]. KDE is a non-parametric method of estimating the probability density function of a continuous random variable. The term kernel refers to a special type of probability density function with the properties: nonnegative and integrates to one. One can estimate the density function $\hat{f}_X(x)$ of a random variable $X$ in an incremental manner at observation $t+1$ using the following equation:

$$\hat{f}_{t+1}(x) = \frac{t}{t+1} \hat{f}_t(x) + \frac{1}{t+1} K_h(x - \frac{X_{t+1}}{h}).$$

(13)
where $K_h(\cdot)$ is a kernel function and $h > 0$ is a smoothing parameter called the bandwidth. Gaussian kernel function $K(x) = \frac{1}{\sqrt{2\pi}} e^{-0.5x^2}$ of width $h > 0$, is widely adopted in the KDE. A simple method for choosing the value of $h$ is the Silverman’s rule-of-thumb width estimator which is $h \approx 1.06\sigma t^{-1/5}$ [50]. Once the probability distribution function is estimated, we then calculate the thresholds for each model based on the steps and the equations for each models.

### 6.4. Overall Performance and Application Domain/Use Cases

Table 5 gives a summary of the models in terms of their performance and examples for tasks to be offloaded for each model taken from the literature. From the results, we noticed that the more information we provide to the model the better results we get. This is clear in the DTO, the COT and the Odds models. In the BCP, however, the random variable $X$ was higher, but we have to consider that we only feed the model with the number of observations. In other words, this model is fully independent, it is very light to be run in the mobile node and performs better than the Random and the $p$-mode.

In general, our proposed models can be utilized in applications where there is a deadline by which the task has to be finished. In the BCP and the DTO, we generally aim to minimize the random variable without defining further parameters. In the COT and Odds, on the other hand, there are parameters within the models that can be exploited to characterize the model based on the task to be offloaded. In the COT model, the parameter $c$ can be used to define the demand of the task. As an example, we manage to select a server with less processing time (Section 5.1) and less CPU utilization (Section 5.2) by adjusting the value of $c$. Therefore, the COT can be used to manage offloading resource-intensive or delay constrained tasks. Moreover, the Odds model can be utilized in the data analytics task offloading where the mobile node collects and senses data with the aim of offloading them to an edge server for further analysis.

### 6.5. Model Limitations

First, the proposed models work in a single setting, i.e. each mobile node will run the models without taking into consideration other mobile nodes’ context when offloading. In other words, each mobile device will offload based on the suggestion from the model implemented in that node. As a result, with large number of mobile nodes, there will be a high chance of offloading at the same time for different mobile nodes. Therefore, one might think about the competitive scenario, i.e., what happens if there is a high probability to have the same

<table>
<thead>
<tr>
<th>Model</th>
<th>Performance</th>
<th>Applications</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCP</td>
<td>Better than the $p$-model and the Random</td>
<td>Delay-Tolerant task offloading [13]</td>
</tr>
<tr>
<td>DTO</td>
<td>Near Optimal</td>
<td>Delay-Tolerant task offloading [13]</td>
</tr>
<tr>
<td>COT</td>
<td>Near Optimal</td>
<td>Resource-intensive and delay constrained tasks</td>
</tr>
<tr>
<td>Odds Section</td>
<td>Near Optimal</td>
<td>Data analytics task offloading [31, 32]</td>
</tr>
</tbody>
</table>

Table 5: Lessons to be drawn from this work.
suggestions for multiple users. Another limitation is the situation where each server has different probability distribution function. In our experiment, and specifically in the simulation experiment, we assume that the MEC servers have the same probability distribution functions. However, it might be an interesting research direction if we could apply the OST based models when we have different probability distribution functions for the MEC servers.

7. Conclusions

In this paper, we concentrate on the application of OST approaches in the task offloading decision making in MEC environments. Derived by the literature and our previous work, we put forward a selection method to be used by the mobile nodes for the MEC servers when offloading data-oriented task considering the quality of the offloaded data. We provide a detailed assessment when applying and adopting the OST in quality-aware task offloading decision in MEC environments. Our experimental evaluations show that the OST based models perform better than the other offloading methods, efficient to be used in the mobile node and do not require a lot of resources. This work suggests that the mobile nodes should exploit (1) the mobility (2) the potential deployment of the MEC server at the edge of the network and (3) the deadline of the computational task to delay the offloading in the light of finding better resources. Additionally, the OST based model is suitable for situation where the mobile nodes need to make local and an independent decision within the environment of MEC. We think that it is not difficult to obtain the required information when making the decision with the aid of the MEC services providers. As future work, we plan to consider the case where mobile nodes are moving in different and advanced mobility patterns where recall of the observed MEC servers is allowed. We also plan to implement the OST models in real mobile nodes dealing with implemented MEC applications. We further aim to study the competitive scenario where many mobile nodes apply the same models at similar times.
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