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Abstract—Trust investigation in 5G, which is the next-
generation wireless network, is still at its infancy. This research
proposes a hybrid trust model for the selection of a legitimate
(or trusted) forwarding (relay) entity and to countermeasure
intelligent attacks against a route selection scheme. The hybrid
trust model has a centralized entity (i.e., a centralized controller
Cc) that provides the security level of the operating environment
to network entities, and distributed entities that identify malicious
or legitimate entities in the network. When the security level of
the operating environment is high (low), the distributed entities
learn more (lesser) from their respective operating environment.
While legitimate entities can use artificial intelligence, such as
reinforcement learning (RL), to enhance their trust models, the
malicious entities can also use artificial intelligence to increase the
detrimental effects of their attacks and minimize their likelihood
of being detected. Our proposed trust model is feasible with the
introduction of artificial intelligence and the central controller
(Cc) in 5G to support the hybrid trust model. We have explained
in detail our proposed model that reinforcement learning based
hybridization of trust model can enhance the performance of
the network interms of learning and tackling intelligent attacks,
whereby achieving context awareness and detection of malicious
entities.

Index Terms—Trust, 5G, artificial intelligence, reinforcement
learning

I. INTRODUCTION

TRUST ensures successful communication among collab-
orating entities to secure data transmission, contribut-

ing to improved network performance (e.g., higher chan-
nel utilization and throughput) in traditional networks (e.g.,
wireless sensor networks and cognitive radio networks) and
next-generation networks (e.g., 5G) [1]. Nevertheless, trust
provision is still at its infancy in a 5G network, and its intrinsic
characteristics, including highly dynamic and heterogeneous,
and the close cooperation between centralized and distributed
entities (e.g., the between the centralized controller and small
cell base stations), have brought new challenges [2, 3].

Centralized trust models require network-wide information
that may become stale in a highly dynamic operating envi-
ronment, which is unsuitable for delay-sensitive (or real-time)
schemes. This is because information exchange incurs time
and affects the freshness of the data. In contrast, distributed
trust models use local information only, rather than network-
wide information, that may not be sufficient for making
network-wide decisions.

Also in 5G networks, while packets are being forwarded
along a route, forwarding (relay) entities may drop packets,
contributing to a lower packet delivery rate and can be consider
as a security vulnerability. The behavior of forwarding entities,
which is dynamic in nature, can change from being normal to
malicious and vice-versa, as time goes by. Using RL as a
learning agent, an entity can observe and learn an operating
environment and decide on the selection of a legitimate
(trusted) forwarding entity and detection of a malicious entity
[4].

Figure 1:b shows a transmitter i, as an agent, observes state
sin,t that represents the behavior (i.e., trust value estimate)
of a neighboring agent that may serve as a forwarding
entity. Trust value being as one of the distinguishing factor
for legitimate and malicious entities, the transmitter i (i.e.,
RL agent) takes action at

i to whether select or not, a best
forwarder among the neigbours. Subsequently, the transmitter
i receives reward rit that represents performance metrics,
such as packet successful transmission rate. While legitimate
entities use RL to identify and withdraw malicious entities
from collaboration, malicious entities can also use RL
to launch attacks against the legitimate entities with out
being detected. The malicious entity percieves trust value
of a legitimate entity and launches its attack with random
probability and intensity. The probability and intensity of
an attack represent the frequency and strength, respectively.
Malicious entity that is being selected as the forwarding
entity drops packets, which is widely known as black hole
attacks. Thus, the operating environment or the state can be
manipulated and the reward can be affected by malicious
entities. Since there is lack of an entity that tell the legitimate
entities whether to learn or not, the legitimate entities may
continue to learn under manipulated environment. Since both
kinds of entities can use RL to countermeasure each other,
the network performance become unpredictable. Specifically,
it is unknown which kind of entities would outperform the
other. Hence, an intelligent hybrid trust model that addresses
the security vulnerabilities of both centralized and distributed
models is needed to cater for highly dynamic (i.e., changes
in the behavior of an entity) and heterogeneous network
(i.e., delay-sensitive and delay-tolerant schemes). This paper
proposes a reinforcement learning (RL)-based hybrid trust



model to tackle security vulnerabilities at both local and
global levels [5].

Fig. 1. Selection of forwarding entity. a: traditional-based selection of
forwarding entity j in the presence of a malicious entity i = 3., b: RL-
based selection of forwarding entity j in the presence of a malicious entity
i = 3. Arrowed line represents a potential data transmission.

The proposed trust model (TM) is feasible with the intro-
duction of the central controller and cloud in 5G to support
the hybrid model in the presence of RL-based malicious
entities. The underlying forwarding entity selection scheme
also capitalizes on the new features of 5G, particularly device-
to-device communication and traffic offloading. The proposed
trust model also caters for the characteristics of 5G.

A. Our Contribution
This paper presents notion of a hybrid trust model that

incorporates RL to ensure local- and global-level trust in
5G networks in the presence of RL-based malicious entities.
RL is embedded: a) in the centralized controller (Cc) to
gather network-wide information, learn, and make global-level
decisions (e.g., learning about the presence of ); and b) in
distributed entities (i.e., nodes) to observe information from
local operating environment, learn, and make local-level deci-
sions (i.e., selecting the best forwarder (relay node) to transmit
packets towards a destination. The proposed hybrid trust model
is adaptive to network dynamics, whereby malicious entities,
whose behavior changes as time goes by, are identified and
removed from collaboration in the network.

II. SYSTEM MODEL AND TRUST MODEL

This section presents the system model and trust model.

A. System Model
Figure 2 shows our system model. The system model

consists of two planes; a) control plane that consists of macro-
cell, cloud, and central controller Cc that manages, controls

and coordinates network-wide information to ensure system-
level security; and b) data plane that consists of picocells
and femtocells where legitimate and malicious distributed
entities are found [6]. In Figure 2, transmitter i transfer data
packets to forwarding entity j, which serves as the relay
to forward packets towards the destination. The hybrid trust
model consists of: a) centralized trust model embedded in the
control plane to ensure global-level security; and b) distributed
trust model embedded in the data plane to select a legitimate
forwarder entity to forward a packet towards a destination.
While a legitimate entity uses a RL model to select a forwarder
entity, a malicious entity also uses a RL model to perceive the
trust value assigned by a transmitter and launch successful
attack (i.e., drop packets0) with out being detected by varying
frequency and strength (see Section V-C). The hybrid model
is further discussed in the rest of this section.

Fig. 2. Sytem model; the network is segregated into three main layers,
namely macrocell, picocell, and femtocell layers, respectively. The control
plane consists of the macrocell layer and the data plane consists of the picocell
and femtocell layers. Transmitters and forwarding entities are located in the
femto and pico cells of data plane.

III. TRUST MODEL

Trust Model (i.e., TM) is a framework to detects and
removes malicious and misbehaving entities from the coopera-
tion to ensure trust among collaborating entities and minimize
detrimental affects of attacks (i.e., packets dropping etc) in the
networks [2]. The trust represents the reputation i.e., behavior
of an entity over a period of time. High trust value of an entity
represensts its legitimacy, while low trust value represents
maliciousness. There are two types of approaches to calculate
trust values i.e., 1) direct approach, whereby an agent (entity)
calculates trust value by direct interaction with another entity;
2) in-direct approach, an entity considers trust information
(i.e., trust experience of third entity) from other legitimate
entities about a specific entity. Beta distribution, the most



popular and simple method is used to calculate trust value for
an entity [7, 8]. Beta distribution consists of two parameters
i.e., α and β [9]. It is expressed as follows;

f(p|α, β) =
Γ(α+ β)

Γ(α)Γ(β)
pα−1(1− p)β−1 (1)

where 0 ≤ p ≤ 1 represents the probability of a behaviour of
an entity, α > 0 represents the trustworithiness of an entity,
β > 0 represents the maliciousness of an entity and Γ(·) is
a factorial function. Below is the probability of the expected
beta distribution,

E(p) =
α

α+ β
(2)

Trust calculation in our paper, refers to the statistical expection
of the trust function below;

E(T tij) =
P (s) + 1

P (s) + P (d) + 2
(3)

where;
• P (s) represents number of packets successfully for-

warded by entity (node) j at time t.
• P (d) represents number of packets dropped by entity j

at time t.
1) Distributed trust model: The distributed model lies in the

data plane, which consists of distributed entities (i.e., nodes
and edges) that can communicate and interact with each other
directly without going through a centralized entity, with-in the
range of communication. A source (transmitter) node i (i.e.,
a node that sends a packet) selects a forwarder node (i.e., a
node that is supposed to receive a packet from source node and
transmit it towards destination) with in his transmission range
to forward a packet. As the network is highly unpredictable,
the entity can behave legitimate (or malicious) at some specific
point of time t, leading to various security vulnerabilities such
as black hole attack etc. Trust model ensures and establishes
trust among communicating entities by detecting and remov-
ing malicious entities from the network. The detection and
removal of malicious entities can be achieve by observing the
behavior of an entity (i.e., packets drop or forward rates) and
assigning trust accordingly. For instance, an entity is dropping
packet with higher rate is supposed to have low trust value (i.e.,
packet dropping rate P (d) is inversely proportional to trust
value TN (i.e., P (d) ∝ 1

TN
). Each entity iεN in the network

is embedded with RL model that can observe and learn the
highly unpredictable operating environment. Fistly, RL model
observes the operating environment which is the state (i.e.,
trust value which is assigned based on their behaviour such
as, packets drop or forward towards the destination). Secondly,
takes an action (i.e., select or discard the forwarder entity for
forwarding of packets towards the destination). Lastly, gets
reward (i.e., successful packets transmission rates).

2) Centralized trust model: The centralized model lies
in the control plane which consists of a central entity (or
server (cloud)). The centralized entity consists of controllers
that collect network-wide data from the distributed entities
through edges. It processes the network-wide collected trust

data to ensure system level security. Distributed entities keep
on observing and learning from their operating environment
with out knowing system level security status (maliciousness).
The malicious entity also uses RL to launch intelligent attack
whereby changing frequency and intensity during attack and
avoid being detected. So, lack of any entity that tell the
distributed entities to stop or continue under such manipulated
environment. Using the network-wide trust information and
RL, central entity can decide based on a threshold (i.e., ratio
betweeen legitimate and malicious entities in the network)
to whether legitimate forwarding entities stop or continue
learning their operating environment.

IV. REINFORCEMENT LEARNING ALGORITHM

Artificial intelligence approaches such as RL can be incor-
porated in an entity of 5G network such as user equipment UE
(mobile, laptop etc) or base station BS (controller) to make
intelligent decisions [10]. RL enables an agent (or decision
maker such as the UE or controller) to observe and learn
from the operating environment [11]. In order to use the RL
approach, the three main representations of RL, namely state,
action, and reward, must be designed. The state represents the
decision making factors (e.g., the estimates of trust values)
that affect action selection and reward. The action represents
a selected action, such as a forwarding entity (or node). The
reward represents network performance (e.g., packet delivery
rate, malicious node detection rate, and false alarm) achieved
by the agent for taking the action under the state, which may
either improve or deteriorate the network [12].

1) RL Algorithm: RL algorithm is embedded in each agent
i which is shown in algorithm 1. The agent i observes its local
environment i.e., the state sin,t and takes an action ait at epoch
of time t. An agent can choose to either exploit or explore the
action. Following the action taken, the agent i receives delayed
reward rit+1 = (sit+1, a

i
t+1), whereby it represents the effect

(i.e., positive or negative) from its local environment on next
epoch of time t+ 1. The exploitation is a greedy approach to

Algorithm 1 RL Algorithm
1: procedure START PROCEDURE
2: Observe current state sin,t
3: if exploration then
4: select a random action ait.
5: else
6: select an optimal action ai,∗t using Eq. 4
7: Receive delayed reward rit+1 (sit+1, a

i
t+1)

8: Update Q-value Qit+1(sit, a
t
t) using Eq. 5.

9: end procedure

select an action with maximum Q-value, which shows being
suitable for a state-action pair and is represented as follow;

ai,∗t = arg max
a∈Ai

t

Qit(S
i
t , a) (4)

In contrary, the exploration is a non-greedy and random action
selection approach to find a better action in order to update



TABLE I
GENERAL NOTATION

Notation Description

N Number of network entities
E(T t

ij) Expected trust between i and j
t time instance
UE User equipment
Cc Centralized controller
P(s) Packets transmitted successfully by selected

forwarder
P(d) Packets dropped by selected forwarder

Q-value. The agent i updates the Q-values Qit = (sti, ati),
applying Q-function (i.e., equation 5), while exploring all the
state-action pairs (sit, a

i
t) as the epoch time t = 1, 2, 3..., goes

by.

Qit+1(sit, a
i
t)← (1− α)Qit(s

i
t, a

i
t)

+ α
[
rit+1(sit+1) + γmax

a∈A
Qit(s

i
t+1, a)

]
(5)

where 0 < α < 1 shows the learning rate, and 0 < γ < 1
shows the discount factor [13].

In our work, the distributed entities, including both le-
gitimate and malicious entities, are embedded with RL that
observes the operating environment and learns. A legitimate
transmitter i = 1 observes the state sit (i.e., trust value) of
neighboring forwaring entities and selects the best possible
forwarder node ait = i ∈ {2, 3, . . . |N |} where i 6= 1 and N is
a set of the forwarder nodes of transmitter i. Subsequently, it
receives a reward rt (i.e., successful packet transmissions).

V. PROPOSED HYBRID MODEL

Forwarding entities can drop packets when forwarding pack-
ets along a route, resulting in a lower packet delivery rate. The
behavior of a forwarding entity is dynamic in nature, and so it
can switch from being legitimate to malicious, and vice-versa,
as time goes by.

Using RL, legitimate forwarding entities learn about the
behavior of other potential forwarding entities. The malicious
forwarding entity launches their attack using RL by drop-
ping packets while avoiding being detected, which leads to
a manipulated environment learnt by the legitimate entities.
However, by coordination among the centralized controller
and distributed entities whereby processing both fresh and
historical information in the network, it can detect malicious
forwarder entity and the centralized controller can disseminate
the information on the system level security to continue
learning.

As shown in Figure 3, RL is embedded in both centralized
and distributed entities. A transmitter, being the distributed
agent, observes state sit, takes action ait, and receives reward
rit. However, the malicious forwarding entity also uses RL
to launch desired attacks and avoid being detected. In such
situation the legitimate entities learn the operating environment

which is manipulated by such malicious entities. Since there
is lack of an entity to tell the legitimate entities whether to
learn or not, the legitimate entities may continue to learn
under manipulated environment. Under such circumstances,
our proposed hybrid model ensures local and global level trust
among the distributed entities. The Cc embedded with RL,
being an agent, collects the network-wide information (i.e.,
trust values) from the distributed entities as state (i.e., ratio
of legitimate and malicious entities), takes an action whether
to stop or continue learning, gets reward (i.e., the rate of
successful packets) and updates the knowledge (i.e., the Q-
values in the Q-table of the RL). The legitimate forwarding
entities identify legitimate next-hop forwarding entities and
stop sending packets to malicious forwarding entities.

Meanwhile, using RL, the malicious forwarding entities
launch attacks against the legitimate forwarding entities while
avoiding being detected, which results in the manipulation
and deterioration of the network. Since both forwarding and
malicious entities use RL to countermeasure each other, net-
work performance becomes unpredictable. Specifically, it is
unknown which kind of entities outperform the other.

In our proposed model, each entity (e.g., UE, node) can
transmit data packets to another entity in the vicinity. Each
forwarding entity is a transmitter node that forwards pack-
ets to a receiver node over a link. The forwarding entities
N = {1, 2, . . . , n, . . . , |N |} can change their behaviors (i.e.,
legitimate and malicious) as time goes by under a dynamic
operating environment in 5G. Denote a set of potential for-
warding entities of node n by Nn ⊂ N . A transmitter i ∈ N
selects a receiver j ∈ Ni to transmit packets based on the
trust value of each potential forwarding entity in Ni. The trust
value represents the behavior of a particular forwarding entity,
and it is estimated using RL. Hence, the transmitter i selects a
receiver j that has the highest trust value out of the set Ni. As
this applies to every transmitter along a route, each selected
forwarding entities has highest trust value.

A. RL-based Distributed Trust Model

As shown in Figure 4, RL model is embedded in network-
wide entities i.e., legitimate and malicious entities. The RL
model can be represented using state, action, and reward as;
The state sin,t = (si1,t, s

i
2,t, . . . , s

i
|Ni|,t) ∈ SiNi,t

where n =
1, 2, . . . , |Ni| ∈ Ni represents the behavior (i.e., trust value
estimate), which is the decision making factor, of a particular
forwarding entity n of a transmitter i at time t. The action
ait ∈ Ait = Ni represents a forwarding entity. The reward rit ∈
Rit represents performance metrics, such as packet successful
transmission rate. The transmitter, as an agent, observes the
state sin,t, takes action at

i, receive reward rit, and learn by
updating its knowledge (i.e., Q-values in the Q-table) as shown
in Figure 4 and Table II. Therefore, a transmitter learns about
the best possible forwarding entity out of its potential set of
forwarding entities based on the state as time goes by. This
helps transmitters to select forwarding entities with high trust
value. As time goes by, the accumulated reward is maximized.
Since the same RL model is embedded in each transmitter,



Fig. 3. RL-based hybrid trust model. maxQj
t (s

j
t , a) is a specific Q-value in a

Q-table at agent 1 which represents a specific policy (action) under a specific
state, rjt+1(s

j
t ) represents a received immediate reward at an agent 1 (i.e., rate

of transmitted packets or rate of dropped packets),
∑N

T maxQN
t (SN

t , A)
represents received future cumulated reward received from network-wise
agents (i.e., global/system level information) learn to take system level action
i.e., to continue (stop) learning by network entities at specific time instance
t.

Fig. 4. An abstract view of RL-based legitimate and attacker entities.

packets are forwarded along a route comprised of trasmitters
with high trust values.

TABLE II
RL MODEL FOR EACH TRANSMITTER i.

State sin,t ∈ S = Si
Nt

represents the behavior of a particular entity
n at time t.

Action ait ∈ Ai
t represents the forwarding entity which is selected at

time t.
Reward rit ∈ Ri

t, represents the performance metric, particularly the
successful packet transmission rate at time t.

B. RL-based Centralized Trust Model

The RL trust model is embedded in the centralized con-
troller. The controller has network-wide trust information so it
can manage and control network activities, such as rewarding
legitimate entities and punishing malicious entities (i.e., entity
with low trust value). Similar to RL in distributed trust
model, RL in centralized controller has state, action, and
reward representations. The state st represents the ratio of
legitimate to malicious entities surrounding forwarding entities
in the network. The action at is to continue or stop learning.
The reward rt represents network-wide performance metrics,
such as packet successful transmission rate. The centralized
controller, being an agent, collects network-wide information
(i.e., trust values) from distributed entities, which is the state
st and takes action at. Subsequently, the centralized controller
receives reward rt and updates its knowledge (i.e., Q-values
stored in Q-table). This enables the centralized controller to
learn based on network-wide information in order to select the
best possible forwarding entities to the destinations.

TABLE III
RL MODEL FOR CENTRALIZED ENTITY (CONTROLLER).

State st ∈ S = St represents the ratio of legitimate to malicious
entities surrounding forwarding entities in the network.

Action at ∈ A represents the decision to continue or stop learning.
Reward rt ∈ Rt represents the network-wide performance metrics,

such packet successful transmission rate.

C. RL-based Attack Model

The malicious entities launch intelligent attack i.e., intend
to be selected as forwarder node and drop the packets which
is widely known as black hole attack against the legitimate
entities. Each malicious entity i varies its probability (fre-
quency) of attack 0 ≤ P it ≤ 1 and the intensity (strength)
of attack 0 ≤ Iit ≤ 1 at time t. The malicious entity uses RL
to launch attacks by dropping packets to be forwarded, which
reduce the successful transmission rate, by legitimate entities
while avoiding detection. The malicious entities vary their
probability and intensity of attack based on their respective
perceived trust values from the legitimate entities. Table IV
summarizes the RL model for the malicious entity. The state
sit represents the perceived trust value of the malicious entity
i at time t. The action ait = (P it , I

i
t) represents the probability

and intensity of attack of the malicious entity. the reward rit
represents the packet drop rate and the success of detection
avoidance from legitimate entities.

VI. CONCLUSION AND FUTURE WORK

This section presents conclusion and future work for our
proposed model.

A. Conclusion

5G networks paradigm shift splits traditional hardware
communication . The control plane consists of centralized con-
troller that can collect and control network-wide information



TABLE IV
RL MODEL FOR EACH MALICIOUS ENTITY i.

State sit ∈ S = Si
Ni,t

represents its perceived trust value of the at
time t. States sit = 1 and sit = 4 indicate that it has the worst
and the best performances, respectively.

Action ait ∈ A = (P i
t , I

i
t) represents the probability and intensity of

its attack.
Reward rit ∈ Ri

t represents the packet drop rate and successful
detection avoidance rate.

i.e., trust values of all the network-wide entities to ensure
system level security. The data plane consists of distributed
entities that can communicate directly with each other to
transmit data packets towards the destination. However, these
entities can be legitimate (malicious) as time progresses. The
malicious entities can deteriorate the network and manipulate
the environment. Thus, to tackle this problem, RL will be
embedded in each legitimate entity to detect and remove
the neighboring malicious entities and ensure trust among
the collaborating entities. However, the malicious entities can
also use RL to intelligently launch their attack and avoid
being detected. So, there is lack of any entity that tells the
legitimate entities to stop or continue learning. Therefore, the
intelligent hybrid trust model will ensure the system level
security by collecting network-wide information, get aware
and tells the distributed legimate about the situation (i.e., to
stop or continue) learning.

B. Future work

We shall simulate and investigate our proposed model using
python library i.e., Tensorflow and tensorforce to simulate 5G
scenario and RL algorithm. We shall evaluate our model by
showing malicious entities vs throughput, malicious entities
vs accumulated reward, malicious vs legitimate entities ratio
and packets transmission rate. Furthermore, we can investigate
using deep reinforcement learning in the Cc and distributed
entities to make the learning process feasible.
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