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Abstract—In real-time feedback control systems, control performance, e.g., control cost and tracking error, is severely affected by information freshness, which in turn relies heavily on the design of the feedback update policy. Therefore, the feedback update policy is of vital importance. In this paper, we first present that minimizing age of information (AOI) is not always equivalent to maximizing control performance, where AOI represents the level of “dissatisfaction” for information staleness. Then, a new metric, called value of information (VOI), is designed to evaluate timeliness of system update by linking AOI to the decay rate of the control system. Finally, simulation results demonstrates that the proposed metric has superiorities in improving both control performance and communication cost.

I. INTRODUCTION

In recent years, the rapidly deployment of real-time feedback control applications, e.g., remote surgery and vehicle tracking in smart transportation systems [1][2][3], has stimulated active research on information freshness. A key aspect of these research is that the environment information should be timely updated, which effectively improves the control performance. Therefore, how to keep the information fresh is crucial to real-time control systems.

Traditionally, a metric, called the age of information (AOI), is developed to describe the freshness of information [4]. It is defined as

\[ \Delta(t) = t - U(t), \]  

where \( t \) is the current time instant, and \( U(t) \) is the timestamp when the current information was generated, i.e., AOI indicates the “need” for new information update. Based on this, researchers have proposed many packet update polices to keep information fresh [4]-[12].

A typical information update process is shown in Fig. 1, where the information in data center is updated via a communication network. In Fig. 1, delivering both the packet 2 and the packet 3 improves the information freshness. However, the packet 4 is useless since it doesn’t bring any new information compared to the previous packet. Based on this opinion, Yin Sun proposed a novel packet update policy, called \( \epsilon \cdot \text{wait} \), which suggested that the sensor should wait a certain time before submitting a new packet [7][8]. \( \epsilon \cdot \text{wait} \) improves the overall freshness by minimizing AOI. Additionally, similar methods for nonlinear cases have been discussed in [12]. Because control commands are generated based on the information in data center, control performance is improved by minimizing AOI.

However, there is a question: Is minimizing AOI equivalent to maximizing the control performance?

In this paper, we consider a stable control system with bounded time delays, and try to answer the above question by investigating the relationship between control performance and AOI. In particular, a new metric, called the value of information (VOI), is defined to link the decay rate of the control system to AOI. Based on this, we propose a new packet update policy to maximize VOI, where the control performance can be maximized.

The rest of this paper is organized as follows: In Section II, we provide the system model. Then, we discuss the relationship between control performance and AOI. In Section III, we propose a novel metric VOI and then formulate an optimization problem. In Section IV, a new packet update policy, called \( \alpha \cdot \text{wait} \), is proposed to solve the optimization problem. In Section V, simulation results are provided. Finally, Section VI concludes the paper.
II. SYSTEM MODEL

A. Feedback Control System

A motion-tracking system is considered in this paper, which is shown in Fig. 2 (a). In this scenario, motion information is sampled and transmitted by a camera and a network, respectively, which helps the robotic arm to reproduce the human’s movement. This can be simplified as a typical networked feedback control model, which is shown in Fig. 2 (b). Firstly, information of both the plant output $y(t)$ and the reference $r(t)$ is sampled by the sensor. Then, the tracking error information $e(t) = r(t) - y(t)$ is transmitted to the controller via the network. After receiving the error information $e(t)$, a command $u(t)$ is generated based on a specific control law $c(t)$. Then, the command $u(t)$ is going to be executed at the plant $G(t)$. Finally, we obtain the system output $y(t)$ which is a function of $G(t)$ and $u(t)$. The above control process can be expressed by

$$ (R(s) - Y(s))C(s)G(s) = Y(s), \quad (2) $$

where $E(s)$, $G(s)$, $C(s)$, and $R(s)$ is the Laplace transforms of $e(t)$, $g(t)$, $c(t)$, and $r(t)$. Additionally, since the information becomes more and more stale before next packet updating, the above equation is developed as

$$ (R(s) - Y(s))e^{-s\Delta(t)}C(s)G(s) = Y(s), \quad (3) $$

which shows how AOI plays a role in feedback control systems. In this paper, we consider a first-order linear feedback control system with a simple proportional controller, i.e., $G(s) = 1/(s + a_0)$ and $C(s) = K$, where $a_0$ and $K$ are known to the system.

B. Network and AOI

Again in the Fig. 2 (b), the closed-loop process is supported by two communication links, the Plant-Controller link and the Controller-Plant link. In this paper, we assume that the Controller-Plant link is perfect with no time delay [1][10][15], while the time delays in Plant-Controller link follows uniform distribution with parameter $u$.

This time delay in delivering one packet is also called serving time, denoted as $Y_0, Y_1, ... Y_n$. Before each packet submitting, the sensor introduces a waiting time, denoted as $Z_0, Z_1, ..., Z_n$. Then, we can obtain the same AOI evolution model as [7][8], which is shown in Fig. 3. At first, the sensor generates and submits a new update at the time slot instant $S_0$, $S_1$, ..., $S_n$. After packet $i$ is delivered at time $D_i$, the sensor introduces a waiting time $Z_i$ before submitting a new packet. As a result, AOI grows from $Y_{i-1} + Z_{i-1}$ to $Y_{i-1} + Z_{i-1} + Y_i$.

C. Control Performance

In this paper, tracking error $e(t)$ is introduced to represent the control performance, where $e(t)$ indicates the difference between the plant’s output $y(t)$ and the reference $r(t)$ [10], i.e.,

$$ e(t) = r(t) - y(t). \quad (4) $$

By combining the Eq. (3) and the Eq. (4), the Laplace form of the tracking error can be expressed as

$$ E(s) = R(s) - Y(s) = \frac{1}{1 + C(s)G(s)e^{-\Delta(t)s}}R(s). \quad (5) $$

In general, performance with a unit impulse response is always used to evaluate the control design [10], i.e.,

$$ R(s) = \frac{1}{s}. \quad (6) $$

III. PROBLEM FORMULATION

In this section, we first define a novel metric VOI to link the decay rate and AOI. Then, we formulate a optimization problem to maximize the average VOI, where the system can achieve the maximum control performance.
A. Decay Rate and VOI

The property of the control system can be captured by discussing the characteristic equation that is obtained in Equ. (5) and expressed as

\[ 1 + C(s)G(s)e^{-\Delta(t)s} = 0. \]  

(7)

The roots of the above equation are called poles, denoted as \( X = \{x_1, x_2, ..., x_i\} \). Then, by properly designing the coefficients \( \{A_1, A_2, ..., A_i\} \), we have

\[ E(s) = \frac{A_1}{s - x_1} + \frac{A_2}{s - x_2} + ... + \frac{A_i}{s - x_i}, \]  

(8)

and

\[ e(t) = A_1e^{x_1t} + A_2e^{x_2t} + ... + A_ie^{x_it}. \]  

(9)

It is well known that the rightmost pole \( x_r \), called the dominant pole, is most important to control performance. Then, Equ. (9) is simplified as

\[ e(t) \approx A_re^{x_rt}, \]  

(10)

which shows that the tracking error \( e(t) \) reduces with time. The convergence rate, also known as the decay rate, is proportional to \( e^{x_rt} \). Then, maximizing the decay rate can effectively minimize the tracking error.

Here, a novel metric VOI is defined to represent the normalized decay rate, which is expressed as

\[ V(\Delta(t)) = 1 - \exp\{\mathbb{R}\{x_r\}\}, \]  

(11)

where \( \mathbb{R}\{\cdot\} \) indicates the real part. To better demonstrate the relationship between VOI and AOI in the above equation, an example with \( G(s) = \frac{1}{s^2 + 2} \) and \( C(s) = K = \{0.5, 1, 3\} \) is shown in Fig. 4. The VOI increases and then decreases with AOI, which verifies our opinion that there exists a “best” AOI. In particular, an interesting result is that the “best” AOI moves right as \( K \) decreases, i.e., traditional AOI becomes more and more inaccurate for control performance. In other words, traditional AOI is a special case of the proposed VOI.

B. Problem Formulation

In this subsection, we formulate an optimization problem to maximize the average VOI. To analyze the average VOI, we decompose the sum of VOI into a sum of disjoint components:

Consider the time interval \([0, T_n]\), where \( T_n = \sum_{i=0}^{n-1}(Z_i + Y_{i+1}) \).

In the interval \([T_{i-1}, T_i]\), AOI \( \Delta(t) \) increases from \( Y_{i-1} \) to \( Y_{i-1} + Z_i + Y_i \) with time \([7][8]\). Meanwhile, the VOI changes from \( V(Y_{i-1}) \) to \( V(Y_{i-1} + Z_i + Y_i) \). The total VOI in the interval is expressed as \( P_i \). Then, we have

\[ P_i = \int_{T_{i-1}}^{T_i} V(\Delta(t))dt. \]  

(12)

Our goal is to minimize the average VOI, denoted as \( V_a \), by controlling the waiting time \((Z_0, Z_1, ...)\). Let \( h = (Z_0, Z_1, ...) \) denotes the updating policy. Then, the optimization problem can be formulated as

\[ \max_h V_a = \lim_{n \to \infty} \frac{\sum_{i=0}^{n-1} P_i}{\sum_{i=0}^{n-1}(T_i - T_{i-1})}, \]  

(13)

In the above optimization problem, by designing the optimal update policy \( h \) to influence the distribution \( \Delta(t) \), we try to maximize the average VOI, which can minimize the tracking error.

IV. SOLUTION

In this section, we firstly simplify the optimization problem in Equ. (13). Then, we solve it based on the standard water-filling method. As a result, a new packet update policy is obtained, called the \( \alpha \)-wait.

A. Linear Fitting

Since \( G(s) = \frac{1}{s + a_0} \) and \( C(s) = K \), the characteristic equation can be expressed as

\[ s + Ke^{-s\Delta(t)} = 0. \]  

(14)

Let \( s = a + bi \), where \( a \) is the real part of \( s \), and \( b \) is the imaginary part of \( s \). Let

\[ F_{\text{real}} = a + a_0 + Ke^{-a_0\Delta(t)} \cos(b\Delta(t)) = 0, \]  

(15)

\[ F_{\text{imag}} = b - Ke^{-a_0\Delta(t)} \sin(b\Delta(t)) = 0. \]  

(16)

Based on traditional methods [13], we have that

\[ \Delta_2 = \frac{\alpha\cos(-a_0/K)}{K^2 - a_0^2}, \]  

(17)

and \( \Delta_1 \) is the solution of

\[ Ke^{\Delta_1 e^{-a_0\Delta_1}} - 1 = 0, \]  

(18)

which can be simply solved by binary search. In Equ. (17), \( \alpha\cos(\cdot) \) is the arc-cosine function. Additionally, \( s = -K - a_0 + 0i \) is obviously the root of the characteristic equation. Thus, three points \((0, 1 - e^{-K-a_0}), (\Delta_1, 1 - e^{-\Delta_1-a_0}), (\Delta_2, 0)\) are
on the VOI curve \(V(\Delta(t))\). After some algebraic manipulations, the linear fitting expression \(V_f(\Delta(t))\) is designed as

\[
V_f(\Delta(t)) = \begin{cases} 
  a_1 \Delta(t) + b_1, & \text{for } 0 < \Delta(t) \leq \Delta_1, \\
  a_2 \Delta(t) + b_2, & \text{for } \Delta_1 < \Delta(t) \leq \Delta_2, 
\end{cases}
\]

where

\[
a_1 = \frac{e^{-K-a_0} - e^{-\frac{3\Delta_1}{s} - a_0}}{\Delta_1},
\]

\[
b_1 = 1 - e^{-K-a_0} - a_0,
\]

\[
a_2 = \frac{e^{-\frac{3\Delta_2}{s} - a_0} - 1}{\Delta_2 - \Delta_1},
\]

\[
b_2 = -a_2 \Delta_2.
\]

(19)

For example, a example is shown in Fig. 5, where \(C(s) = \frac{1}{s+0.7}\) and \(G(s) = \{ -0.5, -1 \} \). The dotted lines indicate the original expression of \(V(\Delta(t))\), while the solid lines indicate the linear fitting expression \(V_f(\Delta(t))\).

B. Water-Filling

In [7][8], it proved that there exists a stationary deterministic policy for this kind of problem. A stationary deterministic policy means that a waiting time \(Z_i\) can be optimized only based on the value of \(Y_{i-1}\), i.e., the optimization process is memoryless. This kind of optimization problem can be solved by the water-filling method, i.e., there exists a water level \(\theta\) and \(Z_i = \max\{\theta - Y_i, 0\}\). In this way, the original optimization problem can be simplified as

\[
\max_{\theta} V_a = \lim_{n \to \infty} \frac{\sum_{i=0}^{n-1} P_{ij}}{\sum_{i=0}^{n-1} (T_i - T_{i-1})},
\]

where

\[
P_{ij} = \int_{T_{i-1}}^{T_i} V_f(\Delta(t)) dt,
\]

\[
Z_i = \max\{\theta - Y_i, 0\}.
\]

(24)

To optimize \(\theta\), we need to derive the expectation of \(P_{ij}\) and \(\{T_i - T_{i-1}\}\). The expectation of \(P_i\) can be calculated by

\[
E\{P_{ij}\} = \frac{1}{u} \int_0^u \frac{1}{u} \int_{Y_{i-1} + Z_{i-1} + Y_i}^{Y_{i-1} + Z_{i-1} + Y_i} V_f(x) dx dy dy_{i-1}.
\]

(25)

The expectation of \(T_i - T_{i-1}\) can be calculated by

\[
E\{T_i - T_{i-1}\} = \frac{1}{u} \int_0^u \int_{Y_{i-1} + Z_{i-1} + Y_i}^{Y_{i-1} + Z_{i-1} + Y_i} (Z_{i-1} + Y_i) dy dy_{i-1}.
\]

(26)

(27)

Then, after some algebraic manipulations, a closed-form expression of \(V_a(\theta)\) is obtained as

\[
V_a(\theta) = \frac{E\{P_{ij}\}}{E\{T_i - T_{i-1}\}} = \begin{cases} 
  F_1(\theta), & \text{for } \theta \leq \Delta_1, \\
  F_2(\theta), & \text{for } \theta > \Delta_1,
\end{cases}
\]

(28)

where \(F_1(\theta)\) and \(F_1(\theta)\) are shown at the bottom of this page. Then, \(\theta^*\) can be easily obtained by maximizing Eq. (29).

V. Simulation Results

A. Parameters Setting

In this section, mean square error (MSE) is introduced to evaluate the tracking error, where it is defined as

\[
E_{\text{mse}} = \frac{1}{1 + \frac{T_n}{T_s}} \sum_{t=0,T_1,2T_1,\ldots,T_n} ((y(t) - r(t))^2).
\]

(29)

In the above equation, we set the total time of the control process with 1Khz sampling rate is \(T_n = 100\) seconds. Additionally, we use the channel occupation rate to measure
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