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We demonstrate a time scale based on a phase stable optical carrier that accumulates an estimated time
error of 48 ± 94 ps over 34 days of operation. This all-optical time scale is formed with a cryogenic silicon
cavity exhibiting improved long-term stability and an accurate 87Sr lattice clock. We show that this new time
scale architecture outperforms existing microwave time scales, even when they are steered to optical frequency
standards. Our analysis indicates that this time scale is capable of reaching a stability below 1 ⇥ 10�17 after a
few months of averaging, making timekeeping at the 10�18 level a realistic prospect.

Accurate and precise timing is critical for a wide array of
applications, ranging from navigation and geodesy to studies
of fundamental physics [1–6]. The worldwide time standard,
Coordinated Universal Time (UTC), is synthesized from a
global network of atomic clocks and disseminated at monthly
intervals. National metrology institutes bridge the gap be-
tween updates of UTC by broadcasting independent time
scales derived from ensembles of microwave local oscillators
steered to accurate atomic frequency standards [7, 8]. To ad-
vance the frontier of precision timekeeping, the development
of both improved local oscillators and atomic frequency stan-
dards is imperative.

Optical atomic clocks, orders of magnitude more accurate
and stable than their microwave counterparts [4, 9–13], show
promise as frequency standards for time scale applications.
Recent efforts to incorporate optical clocks into existing mi-
crowave timescales have lead to improved performance [14–
16]. However, despite the fact that optical clocks have demon-
strated mid-10�17 level stability in one second of averag-
ing [17, 18], time scales steered to optical standards have thus
far required weeks of averaging to reach 10�16 level preci-
sion [16, 19]. This disparity in performance arises due to
down conversion of noise from the local oscillator – a con-
sequence of steering to an atomic standard in the presence of
dead time – which degrades the long-term stability of the time
scale [16]. This limitation motivates the development of local
oscillators with improved stability, particularly at averaging
times around the typical interval between clock measurements
(103 to 105 s). In parallel, improvements in local oscillator
stability allow a timescale to maintain a competitive level of
performance even when relaxing the requirements on optical
clock uptime.

In this Letter, we report on the first realization of an all-
optical time scale that outperforms state-of-the-art microwave
oscillators steered to either microwave or optical frequency
standards. This time scale consists of an optical local os-
cillator (OLO) based on a cryogenic silicon reference cavity
which is steered daily to an accurate 87Sr lattice clock [20]
over a month-long campaign. During this period, the fre-
quency stability of the OLO surpasses that of the hydrogen

masers in the UTC(NIST) time scale at all averaging intervals
up to multiple days [21], demonstrating the requisite stability
for improved time scale performance. Our analysis indicates
that daily steering of the OLO frequency with 50% clock up-
time allows for a time scale instability below the 10�17 level
within 85 days of operation. Our local oscillator frequency is
easily predictable using conventional time scale steering algo-
rithms, allowing us to limit the estimated time error to only
48 ± 94 ps after 34 days of operation. The continuous avail-
ability of the OLO coupled with the on-demand performance
of our optical clock make our system viable for future inclu-
sion in UTC(NIST). This new variant of time scale harnesses
both the improved accuracy and stability of optical standards
and provides a viable blueprint for the upgrade of time scales
worldwide.

After a decade of development [22, 23], cryogenic silicon
reference cavities are now a proven platform for laser sta-
bilization at the mid-10�17 level [24, 25]. The exceptional
short-term stability of these local oscillators has enabled ad-
vances in optical clock stability [17]. These systems outper-
form all free-running local oscillators at averaging times be-
low 1 ⇥ 104 seconds [17] and exhibit orders-of-magnitude
lower frequency drift than other OLOs [24, 26]. However,
achieving a stability commensurate with the best microwave
oscillators at longer averaging times has remained an elusive
goal, hampering their usefulness as time scale flywheel oscil-
lators. The OLO used in our time scale, based on a 21 cm
long Si cavity operating at 124 K, was recently optimized to
significantly improve its long-term stability. The use of super-
polished optics and thermal control of the environment limit
parasitic etalons and active optical power stabilization reduces
frequency excursions from laser intensity drift [21].

We combine our local oscillator with an accurate optical
frequency standard to form an all-optical time scale. Over
a 34 day interval, a strontium lattice clock with systematic
uncertainty of 2.0 ⇥ 10�18 [20] is used to track the OLO
frequency with 25 percent uptime. Daily measurements of
the OLO allow us to build a reliable predictive model of its
frequency evolution. As new frequency data become avail-
able, the model is updated to better reflect its current behavior.
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FIG. 1. Schematic of the optical time scale. (a) An array of three
lasers are locked to ultrastable Fabry-Pérot resonators. A femtosec-
ond frequency comb transfers the stability of the OLO (124 K Si cav-
ity) from 1542 nm to a prestabilized laser at 698 nm used to perform
clock spectroscopy in a 1D 87Sr lattice clock. (b) AT1, a free running
microwave time scale at NIST is compared continuously against the
OLO signal over a fiber optic link using a hydrogen maser (ST14) as
a transfer oscillator. An optical fiber link between JILA and NIST
allows for stable transfer of the optical time scale to NIST for future
integration into UTC(NIST).

The OLO is steered using the model to correct for changes in
its frequency over time, and any residual frequency fluctua-
tions ultimately determine the time scale stability. The analy-
sis required to realize the time scale was carried out in post-
processing, though we emphasize that our approach is com-
patible with real-time implementation.

To track frequency excursions larger than the low-10�16

level during intervals when the optical clock is offline, the
OLO is compared with two independent ultrastable lasers
based on a 6 cm silicon cavity operated at 4 K [24] and a
40 cm ultra-low expansion (ULE) cavity [27]. Because the
three systems have comparable short-term stability, one may
use a three-cornered hat analysis to identify any significant
frequency jumps in the OLO and update the predictive model
accordingly [21].

A schematic of our optical time scale is presented in Fig.
1(a). In order to reference the 87Sr clock laser to the 124 K
silicon cavity, we transfer its optical stability from 1542 nm to
a prestabilized laser at 698 nm using a femtosecond Er:fiber
frequency comb with negligible additive instability [17]. The
frequency corrections applied to AOM1 by the stability trans-
fer servo are recorded to monitor the relative frequency fluc-
tuations between the 40 cm ULE cavity and the OLO. The
stabilized 698 nm light is then tuned to resonance for the 87Sr
clock transition using AOM2. The AOM2 correction signal
is recorded and yields the OLO frequency relative to the 87Sr
transition. An optical beatnote at 1542 nm between the OLO

FIG. 2. Frequency record of the local oscillator. (a) The OLO fre-
quency (Si) is measured at 698 nm using a 87Sr lattice clock. A linear
plus exponential trend, a+ bt+ ce�

t
d , agrees well with the raw fre-

quency data. The fit parameters are a = 24.16 Hz, b = �9.632
Hz/day, c = �23.17 Hz, and d = 7.813 days. (b) The residuals of
the OLO comparisons against the 87Sr clock and the NIST AT1 time
scale after subtracting the drift trend from (a) from both datasets.

and the 6 cm Si cavity serves as a continuous monitor of their
frequency difference. Fig. 1(b) depicts AT1, a free running
microwave time scale at NIST. Using a hydrogen maser as a
transfer oscillator, AT1 is compared remotely with the local
oscillator over a stabilized fiber-optic link [21]. To enable this
comparison, the OLO is down converted to the RF domain us-
ing a frequency comb. This provides an additional record of
the long-term performance of the OLO that is nearly continu-
ous (95% uptime) over the measurement campaign. We note
that AT1 is chosen rather than UTC(NIST) due to its superior
stability over the averaging intervals of relevance to this study.

A record of the OLO frequency during the data campaign
spanning from a modified Julian date (MJD) of 58430 to
58464 is presented in Fig. 2(a). The clock ran daily with
the exception of MJD 58444 and 58447. Three days before
the first measurement, the optical power incident on the cav-
ity was changed to reset an intensity noise servo. Consistent
with prior silicon cavity drift studies, the frequency evolution
of the OLO after adjusting the incident optical power is well
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FIG. 3. An estimate of the time error evolution of the optical time
scale over the 34 day data campaign results in an integrated value of
48± 94 ps. The peak-to-peak value of 197 ps is dominated by a four
day window that includes the two days when the 87Sr clock was not
operated. The RMS spread in time error for two time scales based
on repeated simulations of a maser steered to either a microwave or
optical frequency standard are shown for comparison [21].

modeled by a constant linear drift plus an exponential relax-
ation term: a+ bt+ ce�

t
d [24]. Fig. 2(b) shows the residuals

of the OLO comparisons with the clock and AT1 after sub-
tracting the modeled drift trend determined by a fit to the 87Sr
clock data. Perfect correlation between the two data sets is
not expected as both AT1 and the microwave link contribute
additional instability to the Si-AT1 record [21].

During the interval between clock operation on MJD 58441
and 58442, two frequency jumps on the OLO were identified
with a combined amplitude of 5.02 ⇥ 10�15. A correction of
the same magnitude is applied to all data after this step when
performing the analysis presented in this work. No significant
change in the long-term drift trend of the local oscillator was
observed following these excursions [21].

To realize a time scale, the OLO frequency record in Fig
2(a) is steered using a predictive model to minimize its off-
set from the atomic frequency standard. The predictive model
utilizes a Kalman filter to estimate the frequency of the OLO
at a given time based on prior measurements with the clock.
Kalman filtering techniques are commonly used in time scales
to model the frequency of hydrogen masers [28, 29]. These
models approximate the hydrogen maser as a linearly drifting
oscillator and update the model parameters as new frequency
measurements arrive. The drift in the OLO frequency between
daily measurements can be modeled using a quadratic func-
tion: k0 + k1t +

k2t
2

2 and traditional Kalman filtering tech-
niques are applicable. The model prediction is determined by
a state vector [k0, k1, k2] that is updated epoch-by-epoch when
the 87Sr clock is running. Further detail on the Kalman filter
algorithm is provided in [21].

To evaluate the performance of a time scale, one typically
compares it against a reference time scale with significantly
lower timing uncertainty. To our knowledge, no such time

scale exists in this case. Instead we treat the 87Sr clock as
an ideal frequency reference and examine the fractional fre-
quency offset between the steered OLO record and the clock
transition frequency, hereafter referred to as the prediction er-
ror. We define the time error of our time scale as the integral
of the prediction error over time.

If the frequency record were continuous, the time error
could be determined to within the measurement precision of
the clock. However, a finite gap of time separates the fre-
quency measurements in Fig. 2(a), ranging from the 5 sec-
ond interrogation cycle of our experiment to 24 hours between
daily measurements. Most of the time error accumulates dur-
ing the longer gaps, when the Kalman filter must accurately
predict changes in the OLO frequency without new measure-
ment data from the clock. The time error contribution from
a gap is simply the gap duration multiplied by the mean pre-
diction error during this interval. However, the latter quantity
cannot be determined exactly from the available data. Instead,
we estimate the mean prediction error by averaging the values
before and after the gap and multiply by the gap duration to
compute an estimated time error. We compute a 1� confidence
interval for the estimated time error through repeated simula-
tions of the OLO frequency during each gap to determine the
uncertainty in the estimation of the prediction error [21].

An estimate of the integrated time error of our optical time
scale is presented in Fig. 3. After 34 days of integration our
all-optical time scale accumulates an error of 48± 94 ps. For
comparison we simulate time scales consisting of a hydrogen
maser steered to a 133Cs fountain for 24 hours/day and a hy-
drogen maser steered to a 87Sr optical clock for 6 hours/day
using the same Kalman filter and noise models for the maser
and fountain described in [19]. The typical performance of
both time scales is assessed by computing time errors from re-
peated simulations[21], and their RMS spread over a 34 win-
dow is depicted in Fig. 3. Both exhibit a larger time error than
the all-optical time scale.

Because the optical clock is run intermittently, the long-
term stability of the time scale will be limited by a 1/

p
⌧(s)

slope arising from aliased local oscillator noise akin to the
Dick effect [16, 19]. Determining this stability limit requires
an accurate characterization of the OLO. We evaluate the sta-
bility of our OLO by analyzing the frequency noise of the
residuals in Fig. 2(b). One complicating factor are the gaps in
the frequency record during clock downtime. A gap-tolerant
Allan variance similar to [30] is used to compute an estimated
stability of the OLO out to multiple day averaging intervals.

The result of this analysis is plotted in Fig. 4. The OLO
stability is fit to a noise model that includes the known ther-
mal noise floor [17] and a random walk frequency noise term,
resulting in an instability at long averaging times consistent
with �RW = 1.3⇥ 10�18

p
⌧ (s). The OLO maintains an in-

stability below 10�15 out to 6 ⇥ 105 s, more than an order of
magnitude improvement over the previous characterization of
this system [25]. The frequency stability of the Si-AT1 record
is presented as well and its value at averaging times past 105
s agrees with the clock measurement within statistical uncer-
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FIG. 4. The stability of our OLO is determined from daily measure-
ments with the 87Sr clock. The silicon cavity stability is computed
from the detrended 87Sr data in Fig 2(b) using a gap-tolerant Allan
variance similar to [30]. The data is fit to a noise model with an
instability of � = 1.3⇥ 10�18p⌧ (s) at long averaging times. The
long-term stability of the OLO is also inferred from a continuous
measurement against the NIST AT1 time scale.

tainty. At shorter averaging times, the stability is consistent
with a noise model [21] accounting for instability from the
microwave link, the OLO, and AT1 [31].

With an accurate noise model for the OLO in hand, we now
consider the anticipated long-term stability of our time scale
as a function of optical clock duty-cycle. Similar to [16, 19],
we simulate a lengthy local oscillator frequency record using
the model presented in Fig. 4 with the drift trend from Fig.
2(a) added. This record is then steered to a simulated 87Sr lat-
tice clock for a fixed interval each day using the same Kalman
filtering techniques described above. We compute an Allan
deviation of the prediction error to determine the stability of
the time scale. To quantify the impact of our improved local
oscillator we carry out the same analysis for a similar time
scale where the OLO has been substituted with a hydrogen
maser. The noise model for the simulated hydrogen maser is
based on the typical stability of the best performing masers in
the UTC(NIST) time scale [19].

Fig. 5 shows the results of our analysis. As anticipated,
the long-term stability of the time scale improves with in-
creased clock uptime and reduced local oscillator noise and is
reasonably consistent with the expected instability limit from
aliased local oscillator noise past 106 s [21]. When the optical
clock is run with the same duty cycle, the steered OLO signif-
icantly outperforms a steered hydrogen maser at all averaging
times. Even when steering one hour per day, our time scale is
more stable than a hydrogen maser steered with a 50 percent
duty cycle. This capability allows for competitive time scale
performance with significantly relaxed uptime requirements.
Based on this analysis, we expect a stability of approximately
1.8 ⇥ 10�17 after a 34 day campaign with an average clock
uptime of 6 hours/day. This is in good agreement with the

FIG. 5. Expected fractional frequency stability of the optical time
scale. The stability of our optical time scale is analyzed for two op-
tical clock duty cycles. Our optical time scale is compared to a hy-
drogen maser based time scale steered to an optical lattice clock with
identical uptime or a cesium fountain clock operating continuously.

observed integrated time error of 48 ± 94 ps over 34 days, or
1.6±3.2⇥10�17 in fractional units. When operating the clock
12 hours per day, our all-optical time scale remains at or be-
low the 2⇥ 10�16 level at all averaging times and is projected
to reach a stability below 10�17 after only 85 days of opera-
tion. Additional effort on automation should allow for a clock
duty cycle well above 50%. Using an array of N indepen-
dent silicon cavities would improve the stability by a factor of
1/
p
N [16].

By combining an improved local oscillator with an accurate
high-uptime optical clock, we have demonstrated a novel time
scale architecture with enhanced stability. Additional tech-
nical upgrades of our silicon cavity can further improve our
optical time scale stability, including greater passive thermal
isolation, shorter optical path lengths and operation closer to
the silicon coefficient of thermal expansion zero crossing. In
addition, reducing the optical power incident on the cavity of-
fers the capability to reduce the linear drift [24].

Future efforts will leverage existing time transfer infrastruc-
ture in Boulder, CO to incorporate this optical technology into
the UTC(NIST) time scale. An underground fiber network
is in place to support phase-stabilized optical signal transfer
from JILA to NIST with negligible excess noise [32, 33]. Us-
ing a femtosecond frequency comb [34, 35], our optical time
scale signal will be linked to UTC.
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Supplemental material to
Demonstration of a time scale based on a stable optical carrier

CONTINUOUS MONITORING OF THE LOCAL
OSCILLATOR FREQUENCY

To supplement the intermittent frequency measurements of
our optical local oscillator (OLO) with the 87Sr lattice clock,
the OLO frequency was also compared continuously with
AT1, a free running microwave time scale operating at NIST.
AT1 is chosen rather than UTC(NIST) because of its improved
stability at averaging times below 106 s. To facilitate this com-
parison, the OLO frequency is down converted to the RF do-
main using a self-referenced Er:fiber frequency comb. The
frequency difference (fbeat) between the OLO and the nearest
comb tooth is stabilized to 35 MHz by actuating on the comb
repetition rate (frep ⇡ 250 MHz) as described by the relation:
fbeat = fSi � nfrep � fceo. Here, fSi is the OLO frequency,

FIG. S1. Schematic of the frequency comparison measurement be-
tween the OLO and the NIST AT1 time scale. A hydrogen maser,
ST14, is used as a transfer oscillator. ST14 is compared locally with
AT1 and remotely with the OLO using a stabilized fiber optic link
and the Si-AT1 signal is computed from the two measurements. The
OLO is down-converted to the microwave domain using a frequency
comb. The analysis presented in Fig. 2(b) and Fig. 4 is generated by
data from the frequency comb located at JILA. To characterize the
noise added by the microwave link, a local measurement of Si-ST14
is performed at NIST over 5 days using a second frequency comb.
This utilizes an existing phase-stabilized optical fiber link which adds
negligible instability.

n is an integer, and fceo is stabilized to 35 MHz using an f-2f
interferometer. The repetition rate, frep inherits the stability
of the OLO and is used to synthesize an RF signal by measur-
ing the optical beat between adjacent comb teeth. This signal
is mixed down to 1 MHz using a RF signal synthesized from
a NIST hydrogen maser, hereafter referred to as ST14, and
counted with a 1 s gate time using a zero-dead-time lambda-
type frequency counter. This allows us to continuously mon-
itor ySi-ST14, the fractional frequency difference between the
OLO and ST14. The fractional frequency difference between
ST14 and the AT1 timescale (yST14-AT1) is measured in tandem
at NIST and we use both to compute the Si-AT1 beat as fol-
lows: ySi-AT1 = ySi-ST14 + yST14-AT1. Because the NIST time
scale measurement system (TSMS) records yST14-AT1 in 720 s
intervals, the Si-ST14 record is decimated in three steps by a
factor of 720 and interpolated to the TSMS time stamps prior
to computing ySi-AT1. To transfer ST14 from NIST to JILA,
a 1 GHz signal synthesized from ST14 is used to amplitude
modulate a 1.3 micron wavelength laser which is transmitted
over a group delay stabilized fiber-optic link [1]. Over the 34
day data campaign, the microwave fiber link and frequency
comb located at JILA maintained a 95% uptime to determine
the ySi-AT1 beat.

We note that drawing conclusions about the performance
of the OLO from the Si-AT1 record is more nuanced than
evaluating its stability directly using an optical clock. In this
case, both the reference (AT1) and the link used to transfer
microwave signals from NIST to JILA contribute appreciable
instability to ySi-AT1. Interpreting the stability of ySi-AT1 re-
quires comprehensive knowledge of these contributions. To
estimate the instability added by AT1, we use the measure-
ment of AT1 presented in [2]. The instability added by the
microwave link is determined by performing a differential
measurement. Over a 5 day interval during the data cam-
paign (MJD 58438-58442), the OLO was transferred to NIST
over a phase stabilized optical fiber link and measured against
ST14 locally using a second Er:fiber frequency comb [3]. Be-
cause the optical link adds negligible noise to the OLO [4],
we may estimate the noise added by the microwave link by
examining the difference between these frequency records:
ylink = ySi-ST14(JILA) � ySi-ST14(NIST).

Fig. S2 depicts the time series of the three microwave sig-
nals after subtracting the linear frequency drift of ST14 and
the OLO drift trend from Fig. 2(a). Each signal has been
decimated by an additional factor of 10 so that each is dom-
inated by the long term performance of the oscillators rather
than short term microwave link noise. This plot highlights the
improved stability of the OLO in comparison with ST14.

The long term stability of the OLO can be inferred from the
Allan deviation of the Si-AT1(JILA) record in Fig. S2. The
plot also includes a model of the anticipated stability where
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FIG. S2. Frequency comparison between the OLO and the NIST AT1
time scale. (a) Time series of the beats between the various oscilla-
tors highlighting the improved stability of the OLO. The traces are
labeled to indicate that they were measured either locally at NIST or
remotely at JILA and are offset for clarity. (b) Fractional frequency
stability of the Si-AT1(JILA) record. The data is compared against a
model including contributions from AT1, microwave link noise, and
the OLO model from Fig. 4.

the measured link noise, a noise model of AT1, and the OLO
model from Fig. 4 are added in quadrature. Because of the
shorter duration of the microwave link noise measurement, its
magnitude is only known out to 105 s and its contribution to
the model is set to zero at longer averaging times. At averag-
ing times less than 105 seconds, the data is in good agreement
with the model and is slightly below the model prediction at
longer averaging times. This data suggests that the intermit-
tent measurements of the OLO with the Sr clock provide an
accurate picture of its true long-term performance.

KALMAN FILTER STEERING ALGORITHM FOR AN
ALL-OPTICAL TIME SCALE

To minimize the time error during periods when an accurate
frequency reference is unavailable, a time scale local oscilla-
tor must have a predictable frequency. The frequency of the
local oscillator can then be steered using a predictive model
to keep it as close to the value of the frequency reference as
possible. Kalman filtering techniques are often used to con-
struct such a model based on periodic measurements of the
local oscillator frequency against an atomic frequency refer-
ence [5, 6]. For a hydrogen maser, a linear model of the form
f(t+�t) = k̂0+ k̂1�t is typically used to track its frequency
drift over time, where k̂0 is an estimate of the maser frequency
at time t and k̂1 = df

dt (t) is an estimate of its linear frequency
drift rate.

For the OLO, a linear model is sufficient to form a time
scale with competitive performance. However, the presence
of random walk frequency noise and the exponential term in
its frequency drift tend to add a slight curvature to the OLO
frequency evolution. We found that it was more optimal to
model the OLO frequency using a quadratic function of the
form f(t+�t) = k̂0+ k̂1�t+ 1

2 k̂2�t2, where the additional
term represents the estimate of the time derivative of the linear
drift rate. As shown below, this function is typically written
in matrix form, and the coefficients k̂0, k̂1, and k̂2 form what
is known as the state estimate vector.

For the analysis presented in Fig. 3 the time separation be-
tween updates of the Kalman filter state vector was �t = 1
s. For the nth epoch, the local oscillator frequency at time
tn is predicted using the state estimate vector at tn�1 and its
expected evolution over the interval �t.

0

@
k̂0[n|n� 1]
k̂1[n|n� 1]
k̂2[n|n� 1]

1

A =

0

@
1 �t 1

2�t2

0 1 �t
0 0 1

1

A

0

@
k̂0[n� 1]
k̂1[n� 1]
k̂2[n� 1]

1

A (S1)

The vector k[n|n � 1] is known as the prior estimate of the
state at epoch n. The local oscillator frequency is steered by
applying a frequency correction of k̂0[n|n � 1] during each
epoch. In the event that no new measurement with the optical
clock occurs during this epoch, the new state estimate vector
is simply set equal to the prior estimate.

0

@
k̂0[n]
k̂1[n]
k̂2[n]

1

A =

0

@
k̂0[n|n� 1]
k̂1[n|n� 1]
k̂2[n|n� 1]

1

A (S2)

This is the behavior of the steering algorithm when the op-
tical clock is offline. If the clock is operational and a new
frequency measurement is available during epoch n, we may
asses the fidelity of the model prediction by comparing the
prior prediction of the local oscillator frequency, k̂0[n|n� 1],
with the measurement:
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�f [n] = y[n]� k̂0[n|n� 1] (S3)

where y[n] is the measurement of the frequency detuning of
the free-running local oscillator relative to the atomic transi-
tion and �f [n] is the prediction error (ie the residual detuning
after steering the OLO). If the optical clock is viewed as an
ideal frequency reference, �f [n] represents the residual fre-
quency fluctuations of the local oscillator after steering. As
described in the next section, this quantity can be analyzed to
estimate the time error of the time scale. Following the mea-
surement the state vector is updated as follows:

0

@
k̂0[n]
k̂1[n]
k̂2[n]

1

A =

0

@
k̂0[n|n� 1]
k̂1[n|n� 1]
k̂2[n|n� 1]

1

A+�f [n]Kn (S4)

The matrix Kn is known as the optimal Kalman filter gain for
epoch n. The gain matrix Kn determines the relative weight of
the measurement and the prior estimate when computing the
new state estimate vector and is optimized using knowledge
from past measurements and the known noise properties of the
local oscillator. The procedure for calculating Kn is beyond
the scope of the current discussion. The reader is referred to
the canonical text on this subject [7]. Nonetheless, we provide
some of the parameters for tuning the Kalman filter below as
a reference for readers with expertise in Kalman filtering who
wish to reproduce the filter used in this work for steering a
comparable local oscillator.

When computing the optimal Kalman filter gain, two co-
variance matrices must be specified by the user corresponding
to process noise and measurement noise. Process noise repre-
sents uncertainty in the future state of the local oscillator. For
our system, this is dominated by the random-walk frequency
noise which limits the local oscillator stability at 1-day aver-
aging intervals. Measurement noise represents uncertainty in
the current frequency measurement due to relative noise be-
tween the optical clock and the local oscillator.

The process noise in our Kalman filter is characterized by
the Q matrix, defined as [Q11, 0, 0; 0, Q22, 0; 0, 0, Q33]. Q11

corresponding to the random walk noise of silicon cavity, is
set to be 5.1⇥10�36(s/s)2 which is based on the random walk
coefficient from the local oscillator noise model in Fig. 4. Q22

and Q33, corresponding to random run noise and higher-order
noise, are negligible. In practice, these two values are set to
2.2⇥10�46(s/s2)2 and 3.5⇥10�57(s/s3)2 respectively. The
prediction error is not particularly sensitive to the values of
Q22 and Q33. Only coarse tuning of these parameters is re-
quired to guarantee the performance of our filter. The mea-
surement noise is characterized by the R matrix which has a
value of 2.5 ⇥ 10�33(s/s)2 corresponding to the Allan vari-
ance of the thermal noise floor of the local oscillator. To test
the robustness of the Kalman filter, the R matrix parameter
was varied by an order of magnitude in either direction and
the analysis presented in Fig. 3 was recomputed. We found

FIG. S3. Time error uncertainty. Using the OLO noise model from
Fig. 4, we simulate a frequency record for each gap between fre-
quency measurements with the optical clock. We estimate the uncer-
tainty in the time error calculated in Fig. 3 by computing the differ-
ence between the estimated mean frequency and true mean frequency
of the OLO during each gap and multiplying by the gap duration. The
outcome of repeated simulations along with a 1� confidence interval
(dashed line) are depicted. This corresponds to a 1� confidence in-
terval of ±94 ps over the 34 day campaign.

that this impacted the peak-to-peak time error over the 34 day
campaign by less than 5 percent.

ESTIMATION OF THE TIME ERROR

To minimize the time error, the time scale steering algo-
rithm must accurately predict and correct for changes in the
local oscillator frequency over time. If the exact frequency
evolution of the local oscillator were somehow known, one
could compute the time error over a given interval by mul-
tiplying the mean prediction error during this period by the
elapsed time �t. In this work, a 87Sr lattice clock with low-
10�18 level systematic uncertainty [8] and mid-10�17 level
stability at 1 s [9] serves as a nearly ideal reference for mon-
itoring the frequency of the OLO. Due to the intermittency
of the measurement record, the exact mean fractional error in
the Kalman filter prediction during the gaps between measure-
ments is not known. Instead, the mean prediction error is es-
timated by averaging the values immediately before and after
the gap. This estimation is then multiplied by the gap duration
to compute a time error for the gap in question. The contri-
butions from each gap are integrated to produce the dark blue
trace in Fig. 3. Immediately following a longer gap, the pre-
diction error may be appreciable due to a discrepancy between
the predicted and actual drift of the OLO during the gap. The
prediction error drops rapidly in the subsequent epochs as the
state vector is adjusted to compensate according to Eqn. S4.

There is inherent uncertainty in calculating the time error
using this method, since the true mean prediction error dur-
ing a gap likely differs from the estimated value. To estimate
this uncertainty, we assume that during any long gaps between
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measurements the frequency corrections applied to the OLO
by the steering algorithm are only effective in removing the
linear plus exponential drift trend shown in Fig. 2(a). The
residuals are assumed to have a frequency stability identical
to that of Fig. 2(b) and Fig. 4. Using the noise model from
Fig. 4, we simulate a frequency record for each gap longer
than 3 minutes during the 34 day campaign and compute both
the mean prediction error for the entire gap and an estimate
of the mean prediction error computed by averaging the pre-
diction error for the first and final data points. By multiply-
ing difference between the true and estimated means by the
gap duration, we compute the uncertainty in the time error
for the simulation. By running 1000 simulations, we compute
a 1� confidence interval for the time error by computing the
standard deviation of the simulation result for each gap. In-
tegrating this over the entire 34 day campaign, we calculate a
time error uncertainty of ±94 ps. The results of each simula-
tion and the resulting 1� confidence interval for the integrated
time uncertainty are shown in Fig. S3. This 1� confidence
interval corresponds to the light blue shaded region in Fig. 3.

EXPECTED STABILITY OF THE OPTICAL TIME SCALE

To determine the anticipated stability of the time scale, we
simulate a lengthy frequency record for the OLO based on
the noise model in Fig. 4 and the drift trend from Fig. 2(a).
This record is then steered using the Kalman filter described in
Eqns. S1 through S4. To simulate the clock uptime, the state
vector is updated according to Eqn. S2 during epochs when
the clock is offline and updated according to Eqn. S4 when
the clock is running. Unlike the case of a real data set, the true
frequency of the local oscillator is known at all times. There-

Si NIST maser PTB maser
1 hr/day 2.4⇥ 10�17 2.8⇥ 10�16 8.7⇥ 10�17

6 hr/day 1.8⇥ 10�17 1.2⇥ 10�16 4.1⇥ 10�17

12 hr/day 1.2⇥ 10�17 7.0⇥ 10�17 2.5⇥ 10�17

20 hr/day 4.0⇥ 10�18 3.0⇥ 10�17 9.9⇥ 10�18

TABLE S1. Expected time scale instability after 34 days (3⇥ 106 s)
of averaging based on the Dick effect limit for steering each oscillator
for different optical clock uptimes. This assumes that the uptime is
grouped into a single run per day.

Si NIST maser PTB maser
12 hr runs (1 run/day) 1.2⇥ 10�17 7.0⇥ 10�17 2.5⇥ 10�17

6 hr runs (2 runs/day) 6.2⇥ 10�18 6.6⇥ 10�17 2.0⇥ 10�17

3 hr runs (4 runs/day) 3.3⇥ 10�18 6.1⇥ 10�17 1.8⇥ 10�17

1 hr runs (12 runs/day) 1.3⇥ 10�18 4.1⇥ 10�17 1.6⇥ 10�17

TABLE S2. Expected time scale instability after 34 days (3 ⇥ 106

s) of averaging based on the Dick effect limit for steering each os-
cillator. We assume a total uptime of 12 hours/day distributed over a
varying number of evenly spaced clock measurements per day. The
all-optical time scale (Si) shows a significant improvement with in-
creasing measurement frequency.

FIG. S4. Anticipated fractional frequency stability of three different
local oscillators steered to an optical clock with several uptime con-
figurations. Panel (a) assumes a single 1 hour clock measurement per
day. The dashed lines in panel (b) show the stability for a single 12
hour run per day, while the solid line assumes twelve 1 hour runs that
are evenly spaced throughout the day.

fore, the prediction error in Eqn. S3 may be computed for
every epoch, not just those when the clock is operating. This
prediction error is simply the residual frequency noise of the
simulated local oscillator after being steered to the clock. We
then determine the expected fractional frequency stability of
the time scale by taking an Allan deviation of these residuals.

Fig. 5 in the main text compares the anticipated stability of
our all-optical timescale with that of a single Hydrogen maser
from the UTC(NIST) time scale steered daily to an optical
clock. Here, we extend this analysis by also considering time
scale local oscillators from other metrology institutes [10, 11].
To explore the applicability of our OLO to these time scales,
we repeat the analysis from Fig. 5 using an oscillator noise
model that is representative of the Hydrogen masers in the
UTC(PTB) time scale [11].

For the simulations in Fig. 5, the clock is operational for
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the same time window each day. In this case it is straightfor-
ward to compute the expected stability limit at long averaging
times due to aliased noise from the local oscillator. This noise
contribution, colloquially known as the Dick effect limit, is a
well studied consequence of steering a local oscillator to an
atomic reference in the presence of dead time [5, 12].

In Table S1, we consider the expected time scale stability
when steering the three local oscillators assuming a single
measurement per day ranging in length from 1 to 20 hours.
The Dick effect limit for the OLO is more than a factor of
two better for all run configurations. As the reliability of op-
tical clocks continues to improve, we anticipate that both the
total uptime and the frequency of clock measurements will in-
crease. Table S2 shows the expected performance for a 50%
uptime when the clock is run multiple times per day at evenly
spaced intervals. Increasing the measurement frequency re-
sults in a modest improvement for the two masers and a dra-
matic improvement for the OLO. This is a consequence of the
local oscillator being limited by random walk frequency noise
(1/f2 slope in the frequency domain) at the Fourier frequen-
cies that contribute to the Dick effect. The Dick limit, which
depends on the local oscillator frequency noise at harmonics
of the measurement frequency, falls off rapidly when more
measurements are performed per day.

The results of time scale simulations for each oscillator are
plotted in Fig S4. Fig S4(a) shows the anticipated time scale
stability for a single 1 hour run per day. Fig S4(b) depicts the
case of 50% uptime. Both the stability for a single 12 hour
run per day and twelve evenly spaced 1 hour runs are shown
for each oscillator. The stability of each simulation past 106 s
agree well with the anticipated Dick effect limit from Table S1
and Table S2.

TIME ERROR OF SIMULATED MICROWAVE TIME
SCALES

In Fig. 3, the performance of the all-optical time scale is
compared against two simulated time scales consisting of a
hydrogen maser steered to either a 87Sr lattice clock or a 133Cs
fountain clock. The noise model for the hydrogen maser is
based on the best performing oscillator in the UTC(NIST)
time scale [5]. Both the instability and systematic uncer-
tainty of a 133Cs fountain are large enough to have a signif-
icant impact on the performance of the time scale over 34
days. The instability assumed for the fountain is identical to
that in [5], while the systematic uncertainty is assumed to be
1.71⇥ 10�16 [13].

We repeatedly simulate a 34 day frequency record for the
hydrogen maser and steer it to a simulated record of either a
87Sr lattice clock or a 133Cs fountain clock that accounts for
their respective instability. The same Kalman filter described
in [5] is used for the steering algorithm. To account for the
systematic uncertainty of the fountain clock a constant frac-
tional frequency offset chosen from a normal distribution with
a standard deviation equal to the assumed systematic uncer-

tainty of the fountain is added to the steered frequency record.
The resulting fractional frequency record represents the exact
mean fractional frequency offset from an ideal reference for
every epoch and may be integrated to compute the time er-
ror for each simulation. We repeat the simulation 800 times
and calculate the RMS value of the accumulated time error for
each epoch to represent the typical performance of each time
scale. The result is plotted in Fig. 3 in the main text.

FREQUENCY JUMP ANALYSIS

As depicted in Fig. 1, the OLO stability at short averaging
intervals may also be inferred by measuring against two ref-
erence ultrastable lasers and performing a three-cornered hat
analysis. The OLO and the reference systems based on a 4 K
Si cavity and 40 cm ULE cavity are limited by their respective
cavity thermal noise floor of � = 4.6 ⇥ 10�17, 8.2 ⇥ 10�17,
and 1.1 ⇥ 10�16 [9, 14, 15]. Given their comparable short-
term stability, one may easily identify any jumps in the OLO
frequency larger than the mid 10�16 level by examining the
time series of its frequency difference with the two reference
systems. When a jump is detected, the predictive model of the
OLO can be updated using this information.

Between evaluations with the optical clock on MJD 58442
and 58443, two jumps in the OLO frequency were observed
using this technique. Fig S5 displays beat between the OLO
and the ultrastable laser based on the 4 K Si cavity, the refer-
ence laser with the lowest instability and frequency drift rate.
A 15000 s interval around each frequency jump is fit to a linear
plus Heaviside function: ax+ b+ d[x > c]. Here, the c fit co-
efficient determines the time of the jump in seconds, while the
d fit coefficient determines the magnitude of the jump. Fig S6
shows all three beats during this interval and confirms that
both events were frequency jumps on the OLO as the beat be-
tween the two reference systems shows no frequency jumps.

The first jump was immediate and has a magnitude in frac-
tional frequency units of 1.94⇥ 10�15. The second jump oc-
curred when the residual amplitude modulation (RAM) servo
for the OLO ran out of range. At this time, we elected to
change the sign of the feedback to lock on the opposite side
of the error signal. This allowed us to relock the servo with-
out significantly changing the temperature of the electro-optic
modulator as any changes in temperature inside the enclosure
housing the ultrastable laser can degrade its stability. After re-
locking, an offset in the OLO frequency was observed. Over a
20 minute interval, the sign of the feedback was changed sev-
eral times to investigate this effect. When fitting the frequency
step in Fig. S5, only the data outside of this time period is
used. The blue data corresponds to the data considered in the
fit, while the grey data taken during the locking process was
omitted. This second frequency excursion had a magnitude
of 3.08 ⇥ 10�15. A corresponding correction was applied to
all data after each frequency step to account for the measured
frequency excursion.

We note that the occurrence of such a jump when the clock



6

FIG. S5. Frequency jumps in the difference frequency between the
OLO and a reference ultrastable laser based on a 4 K Si cavity. The
data are fit to a linear plus Heaviside function to determine the time
and magnitude of the jump. The two frequency steps are fit to 1.94⇥
10�15 and 3.08⇥ 10�15 respectively. Data colored in grey in panel
(b) corresponding to the interval when the RAM servo was being
debugged is omitted to avoid biasing the fit.

is offline can still be corrected for in real time using this
approach. If the jump is identified prior to calculating the
Kalman filter prediction for epoch n, a constant frequency
shift may be added to k̂0[n|n � 1] in Eqn. 1. The time error
introduced by a jump in the frequency of the OLO depends
on the time required to identify the jump and apply an ap-
propriate correction to the predictive model to compensate for
it. Due to the excellent short-term stability of the three ul-
trastable lasers, this can happen almost immediately. Under
the assumption that these two jumps, on average, are identi-
fied and corrected for within 1000 s we would anticipate an
additional time error of only 5 ps.

FIG. S6. Three-cornered hat analysis of the OLO frequency jumps
presented in Fig. S5. Examining all three beats, the frequency jumps
are clearly attributable to the time scale local oscillator (124 K).

OPTIMIZATION OF THE LOCAL OSCILLATOR
LONG-TERM STABILITY

Parasitic etalons are a known source of instability in op-
tical experiments that have stringent noise requirements at
low Fourier frequencies. Etalon effects can degrade the per-
formance of a number of subsystems used in optical fre-
quency metrology including ultrastable lasers, optical fre-
quency combs, and fiber optic links as well as the sensitivity
of advanced interferometric gravitational wave detectors [16–
18]. To illustrate this concept, we consider the case of laser
intensity modulation due to a parasitic etalon, though we note
that this effect can also lead to phase noise and residual am-
plitude modulation (RAM).
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FIG. S7. Frequency instability arising due to temperature fluctua-
tions assuming an offset of 4.5 mK from the zero-crossing tempera-
ture for the Si coefficient of thermal expansion. The data agrees well
with the cavity model from Fig. 4 between 104 � 105s.

�P (t) = PC + PE + 2
p

PCPE cos

✓
2⇡�x(t)

�

◆
(1)

Here PC is the optical power in the carrier, PE is a portion
of the total power that traverses a slightly different path than
the carrier due to scattering off a rough optical surface or an
undesired back reflection off of a transmissive optic or pho-
todiode, and �x(t) is the time-varying path length difference
between the two interfering fields. One sees immediately that
this effect can be mitigated by reducing either PE or �x(t). To
limit PE in our optical setup, we used superpolished mirrors
and lenses to reduce optical scatter to < 10 ppm per surface.
To limit back reflections from photodiodes, Faraday isolators
were installed in front of each detector and their optical win-
dows were removed. Active temperature stabilization of our
vacuum chamber was also added to improve the stability of
the optical path length between the laser and reference cavity.

When characterizing the OLO prior to beginning this ex-
periment, a strong correlation between slow drift in the opti-
cal power incident on the cavity and the laser frequency mea-
sured with the Sr clock was observed over a week long mea-
surement. To address this, a photodetector was installed in
transmission and a servo was added to stabilize the transmit-
ted optical power.

The sensitivity of the Si reference cavity to temperature
fluctuations is minimized by operating as close as possible
to the temperature where the coefficient of thermal expan-
sion (CTE) crosses through zero. Shortly after the comple-
tion of the data campaign, a measurement of the zero crossing
temperature similar to that described in [19] revealed that we
were operating approximately 4.5 mK above the optimal tem-

perature. Using the measured temperature fluctuations on the
innermost cryogenic shield, the thermal transfer function be-
tween this shield and the cavity, and the measured offset from
the CTE zero crossing, one may estimate the temperature in-
duced frequency instability of the OLO during the data cam-
paign. As shown in Fig. S7, we estimate a contribution that is
roughly consistent with the measured cavity noise term shown
in Fig. 4. However, no clear temporal correlation between the
estimated cavity temperature fluctuations and the frequency
residuals from Fig. 2b was observed. Though this analysis is
inconclusive, it suggests that operating closer to the CTE zero
crossing will likely be required to significantly improve the
OLO stability at averaging times which determine the Dick
effect limit of the time scale stability (103 � 105 s).
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