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ABSTRACT
The large-scale deployment of fifth generation (5G) is expected to produce a massive amount of data
with high variability due to ultra-densification and the rapid increase in a heterogeneous range of ap-
plications and services (e.g., virtual reality, augmented reality, and driver-less vehicles), and network
devices (e.g., smart gadgets and sensors). Clustering organizes network topology by segregating nodes
with similar interests or behaviors in a network into logical groups in order to achieve network-level
and cluster-level enhancements, particularly cluster stability, load balancing, social awareness, fair-
ness, and quality of service. Clustering has been investigated to support mobile user equipment (UE)
in access networks, whereby UEs form clusters themselves and may connect to BSs. In this paper,
we present a comprehensive survey of the research work of clustering schemes proposed for various
scenarios in 5G networks and highlight various aspects of clustering schemes, including objectives,
challenges, metrics, characteristics, performance measures. Furthermore, we present open issues of
clustering in 5G.

Nomenclature
5G Fifth generation
AoA Angle of arrival
BS Base station
CDSA Control-data separation architecture
CG Cluster gateway
CH Cluster head
CM Cluster member
CoMP Coordinated multi-point
D2D Device-to-device
IoE Internet of everything
IoH Internet of humans
IoT Internet of things
MIMO Multiple-input and multiple-output
MSN Mobile social network
NS Neighbor set
QoS Quality of service
RSS Received signal strength
SC Small cell
SINR Signal-to-interference-plus-noise-ratio
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UE User equipment
V2X Vehicle-to-everything
VANET Vehicular ad-hoc network

1. Introduction
The tremendous growth of user equipment (UE) expecting to
reach up to billions in number [1, 2], along with bandwidth-
starving applications (e.g., video streaming, multimedia
sharing, and online gaming), has contributed to 74% in-
crement in data traffic over the years [3]. By 2020, data
traffic is expected to increase by 8-fold [4] with the intro-
duction of next-generation bandwidth-starving applications
(e.g., augmented reality, virtual reality, and driver-less vehi-
cle), and new services (e.g., smart home, smart healthcare,
and smart city). Hence, there is a colossal demand for signif-
icantly higher network capacity and lower delay to support
higher mobility UEs, leading to the introduction of the next-
generation mobile wireless network, namely fifth generation
(5G).
5G incorporates new technologies, including massive
multiple-input and multiple-output (MIMO) [5], device-to-
device (D2D) communication [6], coordinated multi-point
(CoMP) [7], and beamforming [8], in order to explore and
exploit mmWave [9] and underutilized spectrum for im-
proved spectral efficiency [10], coordinate different kinds of
network cells (e.g., macrocells, and small cells (SCs) includ-
ing picocells and femtocells) for reduced interference [11,
12, 13], and achieve network virtualization for sharing of
network-wide resources [14]. This caters for next-generation
network scenarios characterized by ultra-densification, het-
erogeneous, and high variability, in order to achieve a better
Quality of Service (QoS) of up to 10× higher data rate [15],
up to 1000× lower delay [16], up to 99.999% higher reliabil-
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ity and availability [17], up to 100× larger network coverage
[18], and up to 10× longer battery lifetime [19]. As an ex-
ample of the new technologies, D2D enables neighboring
nodes to perform direct communication among themselves
without passing through a base station (BS), which can of-
fload traffic from the BS to reduce network congestion while
reducing delay and energy consumption [6, 20].
D2D can use the to-be-opened mmWave bands from 3 GHz
to 300 GHz [21], in addition to the currently used frequency
bands from 300 MHz to 3 GHz. Despite its short wave-
length causing high propagation loss and poor penetration
through obstacles, it provides short-range D2D communica-
tion with data rate of up to multiple Gbps [22]. Hence, D2D
can support the deployment of SCs through spatial reuse of
frequency bands to cater for ultra-densification.
Clustering segregates nodes with similar interests (e.g.,
improving load balancing, social awareness, fairness of
resource distribution, network lifetime, and spectral effi-
ciency) or behaviors (e.g., similar geographical location,
speed, and direction) in a network into logical groups in or-
der to achieve various network objectives [23]. Of particular
interest is clustering in the access networks, which is differ-
ent from cell clustering performed in the core network [52].
Cell clustering segregates cells with similar interests or be-
haviors in a network into logical groups in order to improve
network performance, particularly higher quality of service
(QoS) (e.g., higher throughput and energy efficiency, as well
as lower cost and delay) and higher intra-cluster signal-to-
interference-plus-noise-ratio (SINR). The rest of this paper
focuses on clustering in access networks, rather than cell
clustering. Fig. 1 shows a cluster structure in a 5G net-
work. In Fig. 1, there are three types of nodes. Cluster head,
which serves as the leader of a cluster, manages and handles
cluster-level operations (e.g., data aggregation, load distri-
bution, resource allocation, local synchronization, and D2D
transmission), as well as performs intra-cluster and inter-
cluster communications. For data forwarding, intra-cluster
communication involves interaction between a cluster head
and a cluster member; while inter-cluster communication in-
volves interaction between a cluster head and a neighboring
cluster [24]. Cluster member, which is associated with the
cluster head, performs intra-cluster communication. Clus-
ter gateway, which is also associated with the cluster head,
is a cluster member that can communicate with neighbor-
ing clusters, and so it performs inter-cluster communication.
In Fig. 1, there are three clusters (i.e., C1, C2 and C3).In cluster C1, there are cluster head CH1, cluster member
CM1,1, as well as cluster gateways CG1,1 and CG1,2 that
provide inter-cluster communication with clusters C2. Us-
ing D2D, in Fig. 1, cluster member CM2,2 communicates
with cluster gateway CG2,1 in cluster C2, and cluster mem-
ber CM3,1 communicates with cluster member CM3,2 in
cluster C3 [25, 26, 27]. Each cluster can consist of a sin-
gle network cell, or span across multiple network cells. For
instance, SCs are deployed in ultra-dense networks that re-
quire higher data rate; each SC can form a disjoint cluster to

reduce interference and contention, as well as improve the
efficiency of resource utilization [28]. In each cluster, CH is
elected and CGs are selected for inter-cell communication.
1.1. Our contributions
This paper provides a comprehensive survey of clustering
algorithms in 5G networks. A taxonomy for clustering at-
tributes, covering clustering objectives, challenges, metrics,
characteristics, and performance measures, as well as a clus-
tering framework, are presented. The clustering algorithms
are classified, analyzed, and discussed based on the taxon-
omy and clustering framework. Open issues of this research
topic are also outlined.
Traditionally, clustering has been proposed to achieve net-
work stability and scalability in order to improve network
performance, such as throughput, the fairness of resource
distribution and load balancing, as well as the lifetime of
a CH, a cluster, or a network, while providing support for
routing. Various surveys has been conducted on cluster-
ing schemes in different network types (i.e., cognitive radio
[47, 24], mobile ad-hoc [40, 42], wireless sensor [39, 41, 45,
48, 50, 51], vehicular ad-hoc [43, 44], Internet of things (IoT)
[46, 49], and 5G [30]) in the literature. This paper focuses
on clustering in access networks, rather than cell clustering
in core networks. The clustering approaches presented in
this paper should also be distinguished from the application
of clustering to segregate data points into groups in machine
learning. To the best of our knowledge, this paper is first of
its kind to provide a survey on clustering algorithms in 5G.
While a survey paper that focuses on clustering using coor-
dinated multi-point (CoMP) [30], which is one of the main
technologies in 5G, has been presented, this paper focuses on
clustering using various technologies in 5G. Hence, this pa-
per establishes a holistic foundation on clustering in 5G, and
provides insights to guide research direction in this topic.
1.2. Organization of this paper
The rest of this paper is organized as shown in Fig. 2. Sec-
tion 2 presents background and the motivation for clustering
in 5G. Section 3 presents a taxonomy of clustering attributes
in 5G. Section 4 presents a clustering framework. Section 5
presents various clustering algorithms in 5G based on the
taxonomy and clustering framework. Section 6 presents
open issues. Section 7 concludes the paper.

2. Background and Motivating the Need for
Clustering in 5G Networks

With a massive amount of highly variable data generated by
the tremendous growth of a diverse range of UEs, clustering
has been proposed to organize network topology and sum-
marize data in order to improve network performance (e.g.,
higher network scalability, spectral efficiency, data availabil-
ity, and load balancing) [23, 31] based on new and traditional
clustering metrics. In existing clustering schemes, various
clustering metrics are used in cluster formation (e.g., CH
election) and cluster maintenance (or re-clustering), includ-
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Figure 1: An example of a cluster structure in a 5G network. In 5G, the network is segregated into control plane (e.g., consists
of BS and centralized controller) and data plane (e.g., consists of routers and switches) to handle network-wide and local tasks,
respectively. More description of the 5G architecture is provided in Section 2.2. Gray shaded area represents a cluster boundary.
Dashed line represents a connection between the BS of a network cell (e.g., macrocell, picocell, and femtocell) and a CH or a
centralized controller. Solid line represents a connection between a pair of UEs.

ing node degree (or the number of neighboring nodes) [32],
node ID [33, 34] (e.g., the highest and lowest node ID in
max-min D-clustering [35]), mobility (e.g., the lower mobil-
ity in [36]), cluster size (e.g., the number of hops in a clus-
ter in k-hop clustering [37]), and the capability to provide
equal access to neighboring nodes [38]. Clustering schemes
can use multiple clustering metrics, such as weighted clus-
tering that uses four kinds of clustering metrics, namely
the node degree, transmission power, mobility, and residual
energy of a node [53]. While existing clustering schemes
have shown network performance enhancement in various
contexts, they are insufficient to cater to the needs of next-
generation wireless mobile networks. The rest of this sec-
tion presents background and the need for clustering in 5G.
Section 2.1 presents three main characteristics of the next
generation wireless mobile networks. Section 2.2 presents
5G architecture and new technologies. Section 2.3 presents
how clustering can cater for the three main characteristics
in the 5G context. Finally, Section 2.4 presents the cost of
clustering.
2.1. What will the next generation wireless mobile

networks be like?
The next generation wireless mobile networks are foreseen
to possess three main characteristics.

Firstly, ultra-densification whereby there is a large number
of active UEs per unit area (i.e., up to 100× [54]) generating
a massive amount of data. In addition, a large number of ac-
tive UEs with high mobility causes frequent link disconnec-
tions [71]. So, it is necessary to increase spectral efficiency
[55], and hence network capacity and bandwidth availability
[56]. As an example, D2D communication allows neighbor-
ing nodes to communicate with each other without passing
through a BS, which can reduce control message exchange,
and offload traffic from the BS, leading to increased band-
width availability at BS [57]. As another example, SCs are
deployed to cater for local traffic with reduced energy con-
sumption [60]. Ultra-densification raises the challenge to
provide up to 10× higher network capacity than that in 4G
networks, while providing greater mobility support and effi-
ciency in resource allocation.
Secondly, network heterogeneity whereby there is a diverse
range of UEs (e.g, laptops, smart gadgets, unmanned aerial
vehicles (UAVs), and sensors), network cells (e.g., macro-
cells, picocells, and femtocells), and networks (e.g., Inter-
net of everything (IoE), Internet of humans (IoH), and IoT)
[21, 61]. So, it is necessary to cater for a diverse range of
network entities with different capabilities and operating pa-
rameters (e.g., operating frequency band and transmission
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Figure 2: Organization of this paper.

power) [62]. As an example, the deployment of macrocells
caters for long-range transmission, while the deployment of
SCs caters for short-range transmission that enables efficient
resource utilization via spatial reuse of frequency bands [63].
Network heterogeneity raises the challenge to provide up to
10× higher network capacity and 100× larger coverage than
that in 4G networks [64].
Thirdly, high variability whereby the heterogeneous traffic
generated by a diverse range of network entities and applica-
tions, and the spectrum availability [65], can be bursty with
a high peak-to-mean ratio of up to 100 ∶ 1 across space and
time causing bottleneck and network congestion [69]. So, it
is necessary to cater for the unpredictable and resource inten-
sive network condition. As an example, mmWave bands pro-
vide data rate of up to multiple Gbps [22] to improve spec-
trum availability and peak-to-mean ratio [66]. High variabil-
ity raises the challenge to achieve scalability, agility, and re-
configurability [67, 68] in order to cater for the scarcity and
overabundance of network capacity caused by high variabil-
ity in traffic and spectrum availability [69, 70].
2.2. What is 5G?
The expected advancement of 5G compared with its pre-
decessor technology, namely 4G, in terms of some perfor-
mance measures is given in Table 1. Generally speaking,
mean data rate and peak data rate are expected to increase
up to 10× and 20×, respectively; traffic capacity and energy
efficiency are expected to increase up to 100×; and delay is

expected to reduce to 1 ms, and so on, with the compari-
son of 4G. Clustering has been investigated to support mo-
bile user equipment (UE) in access networks, whereby UEs
form clusters themselves and may connect to BSs. However,
clustering has not been investigated to support base stations
(BSs) in the network core, whereby multiple BSs from dif-
ferent network cells form clusters themselves.
Architecturally, 5G network is based on the control-data sep-
aration architecture (CDSA) whereby the network is sep-
arated into two planes for better network management, as
shown in Fig. 1. Control plane contains a centralized con-
troller that observes and manages network-wide traffic and
its fluctuations/ changes, and makes intelligent decisions for
routing and clustering based on network-wide policies in an
efficient manner. Data plane contains network infrastruc-
ture, such as routers and switches, that performs tasks fol-
lowing instructions, logics, or rules, given by the control
plane [71]. For instance, the control plane performs routing
to determine forwarding tables for routers, and the data plane
performs data forwarding based on the forwarding tables.
Hence, using a centralized controller from cloud that pro-
vides high computational power and shared resources, UEs
can offload tasks to the centralized controller in the control
plane. So, CDSA improves network performance (e.g., net-
work stability, scalability, and flexibility) in the data plane
[24].
5G incorporates six main new technologies:
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Table 1
Comparison of 4G and 5G networks

Feature Unit 4G Network 5G Network
Mean data rate Megabits per second 10 100
Peak data rate Gigabits per second 1 20
Area traffic capacity Megabits per second per meter square 0.1 10
Energy efficiency - 1× 100×
Connection density Devices per kilometer square 105 106
Delay Millisecond 10 1
Mobility Kilometer per hour 350 500
Spectral efficiency - 1× 3×

• Massive MIMO uses a large number of vertical and
horizontal software-defined transmit-antennas (e.g.,
up to 16 directional antennas per sector) at BS to pro-
vide narrow beams over multiple beam-point angles
in order to provide highly directional transmission.
This improves network capacity up to 10% and ex-
tends network coverage up to 100×, as well as dramat-
ically increases energy efficiency [72]. Hence, mas-
sive MIMO can support a higher number of active
UEs [73, 74]. However, a higher number of transmit-
antennas can increase the hardware and computational
complexity/ cost. So, there is a trade-off between
throughput enhancement and hardware and compu-
tational complexity/ cost [75], although a slight re-
duction of throughput can reduce the computational
complexity to a larger extent using clustering [76].
Clustering has been proposed to optimize the trade-off
via cooperative communication among the transmit-
antennas [77] [74] in MIMO.

• CoMP enables overlapping network cells to coordi-
nate among themselves in order to minimize inter-
cell interference [78, 79] and improve the data rate
and spectral efficiency of UEs’ at the cell edge (or
cell edge user) [11]. In CoMP, a large number of
messages containing control information (e.g., chan-
nel state information) must be exchanged among net-
work cells. However, coordination among network
cells can increase computational complexity (e.g., for
supporting beamforming, multiplexing, and synchro-
nization among network cells) and overhead, result-
ing in increased bandwidth requirement. This is de-
spite a larger number of network cells participating in
a collaboration can reduce inter-cell interference. So,
there is a trade-off between the level of inter-cell inter-
ference and the number of network cells participating
in a collaboration (or the amount of overhead). Clus-
tering at network cell-level has been proposed to lo-
calize (or to limit) collaboration among network cells
within a cluster participate in a collaboration; in other
words, the boundary of a cluster defines the collabora-
tion area [80]. This enables BSs with directional an-
tennas to coordinate resource usage among BSs and
UEs, particularly at overlapping areas, in order to im-
prove CoMP gain (e.g., which is based on spectral ef-

ficiency, energy efficiency, load balancing, and fair-
ness of resource distribution) [81] [82, 83] and reduce
overhead [30], otherwise a large-scale collaboration
can congest the network. Nevertheless, other mech-
anisms can be applied to minimize inter-cell interfer-
ence, such as using antenna down-tilt [80].

• Exploration and exploitation of mmWave enables net-
work entities to explore and use the to-be-opened
mmWave bands from 3 GHz to 300 GHz [21] in
order to improve network performance (e.g., higher
throughput, energy efficiency, and spectral efficiency).
Since mmWave communication uses short wave-
length, it provides a data rate of up to multiple Gbps
[84]; however, it experiences high propagation loss
and poor penetration through obstacles, so it requires
line-of-sight (LOS) and is suitable for short-range
communication only [85]. This means that node mo-
bility can cause frequent handover and user associa-
tion with BS in mobile networks, so it can cause rapid
changes (or fluctuations) to the channel state of a node
and the traffic load at the BS [86, 87, 88]. Clustering
has been proposed to handle handover and user asso-
ciation with BS in order to optimize load balancing
[89].

• Exploration and exploitation of underutilized spec-
trum enables network entities to explore and use un-
derutilized high-quality and persistently available fre-
quency bands, including the mmWave bands [73, 90],
in the presence of dynamic channel availability. Mes-
sages containing information (e.g., the underutilized
spectrum) must be exchanged among UEs to facilitate
channel access [91]. Clustering has been proposed to
localize collaboration among UEs within a cluster to
reduce the effects of dynamic channel availability, and
the flooding of messages, in order to achieve network
stability and scalability, while supporting cooperative
tasks (e.g., channel sensing and routing [92]).

• Network virtualization enables centralized entities
(e.g., centralized controllers in the cloud) to pool to-
gether network resources and functionalities from het-
erogeneous network entities [93, 94] in order to pro-
vide shared network resources and advanced network
functionalities [95]. While this increases network

Page v of xxvi



Clustering Algorithm in 5G

scalability and flexibility [96], resource distribution
to functionalities must be adjusted to achieve fairness
in network virtualization [97]. This is because some
nodes may consumemajority of a resource pool, caus-
ing starvation among other nodes. Clustering has been
proposed to impose a threshold on the amount of re-
sources that CMs, which have different resource re-
quirements, can request in order to achieve fairness of
resource distribution among clusters [98][14] [99].

• D2D communication enables neighboring nodes to
perform direct communication among themselves
without passing through a BS. This helps to offload
traffic from the BS [54] to reduce network conges-
tion while reducing delay and energy consumption;
however, D2D must be well managed to reduce in-
terference among communications with and without
D2D. There are two main issues: a) there is a trade-
off between communication with and without D2D
[100], b) the dynamicity of channel conditions, net-
work topology, and traffic amount can cause bottle-
neck and network congestion in D2D communication
[101, 102]. Clustering has been proposed to: a) seg-
regate nodes that initiate communications with and
without D2D into different clusters in order to reduce
network congestion [100, 103], b) ensure a CH has
high channel quality in communication with BSs and
CMs [104, 105].

2.3. How can 5G benefit from clustering?
Traditionally, clustering has been proposed to achieve net-
work stability and scalability in order to improve network
performance, such as throughput, the fairness of resource
distribution, a better load balancing, as well as the lifetime
of a CH, a cluster, or a network, while providing support for
routing [29]. In 5G, clustering caters for the three main char-
acteristics of next-generation wireless mobile networks (see
Section 2.1). that warrant the need for clustering in access
networks, which is the focus of this paper.
Firstly, in order to cater for ultra-densification, clustering
segregates nodes in a network into logical groups based on
common characteristics (e.g., angle of arrival (AoA), rela-
tive speed, degree centrality, and social relation) or metrics
(e.g., fairness index), so that alike nodes can aggregate the
massive amount of data [106] and access resources in an op-
timized manner [107, 108]. Since network disconnections
can be caused by high mobility UEs [109], clustering segre-
gates nodes in a network with similar behavior (i.e., similar
speed) into logical groups, and each cluster may connect to
different BSs in order to achieve network stability [110, 56].
Secondly, in order to cater for network heterogeneity, clus-
tering segregates network entities into logical groups based
on common characteristics (e.g., relative speed, degree cen-
trality, and social relation) or metrics (e.g., fairness index),
so that heterogeneous network entities can prolong their re-
spective connections. As an example, in [112], there are
heterogeneous UEs with different requirements for network

resources [113], and clustering segregates SCs into logical
groups in order to reduce interference. In other words, the
UEs of the SCs are jointly served by the BSs of the SCs be-
longing to a single SC cluster in order to achieve fairness of
resource allocation [114]. As another example, SCs are over-
laid in macrocells to increase network capacity, and clus-
tering segregates heterogeneous network cells into logical
groups in order to offload computation tasks from macro-
cells. So, each logical group, being a computation cluster –
much like a local cloud – consists of nearby SCs that con-
tribute to the computation tasks [115] in order to improve
network performance and user satisfaction in heterogeneous
networks [116, 117].
Thirdly, in order to cater for high variability, clustering seg-
regates network entities into logical groups whereby a CH
and its CMs interact with each other via intra-cluster com-
munication in D2D mode. As an example, in [118], cluster-
ing segregates nodes with similar behavior (i.e., traffic char-
acteristics and network resource requirements) into logical
groups to enable spatial reuse of frequency bands in order to
improve spectral efficiency and reduce network congestion
[21, 118].
2.4. What are the costs of clustering?
Cluster maintenance (or re-clustering [119]) requires mes-
sage exchange [40], and so it incurs clustering cost. Dur-
ing re-clustering, a new CH is re-elected, and each non-
clustered node associates itself with the new or an existing
CH to join the cluster. Not only does frequent re-clustering
reduce network scalability and stability, as well as the ca-
pability of clustering to cater for the three main character-
istics (i.e., ultra-densification, network heterogeneity, and
high variability) (see Section 2.3), but also increases clus-
tering cost and reduces network performance. Nevertheless,
re-clusterings are inevitable due to the underlying dynamic
network topology; for instance, a CM moves out of the cov-
erage of a cluster [120, 121]. There are three main types
of clustering costs. Firstly, bandwidth wastage due to ex-
plicit clustering message exchange among nodes (or cluster-
ing overhead) in order to exchange information for clustering
purpose. Secondly, computational cost (or time complexity)
due to the time incurred for re-clustering, specifically from
the dissolution of a cluster until all non-clustered nodes are
clustered again. Thirdly, energy consumption due to cluster-
ing message exchange among nodes.

3. Taxonomy of Clustering Attributes in 5G
Networks

This section presents a taxonomy of clustering attributes in
5G networks, as shown in Fig. 3. The rest of this subsection
explains the taxonomy.
3.1. Clustering objectives
There are four main clustering objectives in 5G networks:
O.1 Enhancing cluster stability. In 5G networks, cluster

stability increaseswith cluster lifetime and reduceswith
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Figure 3: Taxonomy of clustering attributes in 5G.

the occurrence of re-clustering. Cluster stability is af-
fected by: a) ultra-densification whereby higher node
density increases the probability of a connected net-
work remaining connected [122], and b) heterogeneity
whereby a diverse range of network entities (i.e., UEs,
network cells, and networks), which possess a diverse
range of capabilities, overlap and increase interference
[123]. The effects of a lower cluster stability are that
it: a) increases packet loss rate, b) reduces cluster life-
time [124], c) increases clustering overhead or message
exchange, and hence network congestion [103], and d)
increases computational cost or time complexity [122].
Both (c) and (d) are incurred during re-clustering. 5G
technologies improve cluster stability. As an example,
D2D reduces access to network core leading to reduced
network congestion and overhead, and so it increases
cluster lifetime, and hence cluster stability. [125] [126].

O.2 Enhancing load balancing. In 5G networks, load bal-
ancing improves with efficient distribution of network
traffic and lower traffic variability. Load balancing
is affected by: a) ultra-densification whereby higher
node density increases the amount of data generated,
b) heterogeneity whereby a diverse range of network
cells increases the number of handovers, handover over-
head, and computational cost, and c) high variability
whereby higher variability causes a sudden demand for
significantly higher network capacity. The effects of
lower load balancing are that it: a) reduces cluster life-
time, b) increases clustering and handover overheads,

c) increases delay, and d) increases network congestion
[127]. 5G technologies improve load balancing. As an
example, SCs can be deployed to handle traffic load,
which otherwise would have been handled by macro-
cells. Each SC, being a cluster, can adjust its cluster
size, which can be limited by an upper and a lower
bound, based on node density and traffic load to pre-
vent bottleneck at the cluster level [128]. As another
example, CoMP transfers traffic load from: a) clusters
with higher traffic load to those with lower traffic load,
and b) clusters with lesser resources (e.g., femtocells)
to those with more resources (e.g., picocells andmacro-
cells) [30].

O.3 Enhancing social awareness. In 5G networks, social
awareness, which defines the relationship between net-
work entities [129, 130] (e.g., UEs and BSs [131]) in-
creases with social relation and reduces with increasing
dynamicity. Social awareness is affected by: a) ultra-
densification whereby higher node density provides a
higher value of social relation and more options in se-
lecting influential nodes, and b) heterogeneity whereby
a diverse range of interests (e.g., using the same set of
services) and behaviors pose a great challenge to segre-
gate alike network entities into logical groups. The ef-
fects of a lower social awareness are that it: a) increases
the occurrence of re-clustering, b) increases clustering
overhead, and c) increases the number of clusters in
the network. 5G technologies improve social aware-
ness. As an example, in [132], clustering segregates
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nodes with similar behavior (i.e., geographical close-
ness) into logical groups, and uses D2D for intra-cluster
communication without passing through a BS in order
to reduce network congestion. Nevertheless, the use of
physical attributes (e.g., geographical closeness) is in-
sufficient as some nodes may not be supportive or coop-
erative, or even share interests, and so social parameters
(e.g., social relation) are used to predict the next course
of actions and behaviors of nodes in highly dynamic
networks [126, 133].

O.4 Enhancing fairness. In 5G networks, fairness increases
with equal distribution of network resources without
starving low-priority traffic [134]. Fairness is affected
by: a) ultra-densification whereby higher node density
reduces fairness due to the different resource require-
ments from the nodes can cause starvation among low-
priority applications, b) heterogeneity whereby net-
work entities with low-quality resources (e.g., poor
channel quality) receive more network resources com-
pared to those with high-quality resources[135], and
c) high variability, whereby higher variability causes
a sudden demand for significantly higher network ca-
pacity [136], compounding the resource scarcity issue
and affecting the fairness of resource distribution. In
addition, fairness is affected by the accuracy of the def-
inition of network requirements (particularly social at-
tributes such as user satisfaction), and the role of the
network entities in a cluster (e.g., CH and CG incur
higher energy consumption and so they have shorter
node lifetime). The effects of a lower fairness are that
it: a) reduce user satisfaction, b) reduce fairness index,
and c) reduces cluster lifetime. 5G technology improve
fairness. As an example, D2D increases fairness of re-
source distribution in which a nodes with good channel
quality has more communication with BS on behalf of
the entire cluster [104, 136].

O.5 Enhancing QoS. In 5G networks, QoS increases with
cluster lifetime, fair distribution of network traffic and
resources, as well as reduces with computational cost
and the occurrence of re-clustering. QoS is affected
by: a) ultra-densification whereby higher node den-
sity increases demand for network resources, b) hetero-
geneity whereby a diverse range of network cells in-
creases interference and handover, and c) high variabil-
ity whereby a sudden demand for significantly higher
network capacity is required to maintain high QoS. The
effects of a lower QoS are that it: a) reduces through-
put, b) increases end-to-end delay, c) reduces cluster
lifetime, and d) increases packet loss rate. 5G technolo-
gies improve QoS. D2D communication reduces inter-
ference. As an example, in [137, 138], a BS imposes a
reuse price to each subchannel. Since a D2D transmis-
sion can cause interference to other transmissions, the
price increases with more D2D transmission in a partic-
ular subchannel, and a higher price represents a higher
resource reuse (i.e., the reuse of subchannels). The re-

source usage of high power nodes (i-e., UEs and BSs)
and low power nodes (i-e., can be UEs and BSs) should
be tightly coordinated to realize the maximum capac-
ity and coverage benefits to achieve QoS. Hence, the
reuse price is effective in controlling the interference
level. D2D node pairs must compete with each other to
adjust its transmission power in order to minimize its
own price for a given reuse price vector broadcast by
the BS, while achieving a better QoS [139].

3.2. Clustering challenges
There are three main clustering challenges that must be ad-
dressed during cluster formation and maintenance (or re-
clustering) in 5G networks:
X.1 High heterogeneity, which is an intrinsic characteris-

tic of 5G, poses difficulties in segregating nodes with
different nature of heterogeneity, including interests or
behaviors, in a network into logical groups [140, 141].
Resources (e.g., frequency band, power, and SCs) are
distributed on the basis of resource requirements among
heterogeneous nodes in order to fulfill a diverse range
of resource requirements. High heterogeneity can be
addressed by deploying SCs and promoting collabora-
tion among them to reduce interference among SCs in
order to maximize throughput [116].

X.2 High cost, which is incurred when re-clusterings be-
come more frequent, poses difficulties in improving the
efficiency of clustering and resource utilization. The
costs are clustering overhead (i.e., due to clustering
message exchange), computational cost (i.e., due to the
time incurred for re-clustering), and energy consump-
tion (i.e., due to increased clustering overhead or mes-
sage exchange). Higher energy consumption can lead
to shorter cluster lifetime causing partitioned network
topology [142]. More descriptions about cost are pre-
sented in Section 2.4. High cost can be addressed by
D2D communication as it reduces message exchange
between UEs and BSs [116], and reduces unnecessary
involvement from the core network, leading to better
resource utilization at BSs [100].

X.3 High dynamicity, which is caused by nodal mobility,
poses difficulties in maintaining a cluster structure, as
well as maintaining operation during network failure
(or being fault tolerance). A CM can maintain its sta-
tus quo, join another cluster, or leave its existing clus-
ter in a highly dynamic network with frequent network
topological variations, resulting in shorter cluster life-
time and frequent re-clustering. High dynamicity can
be addressed by exploiting various mobility patterns
of nodes in clustering [143]. Fault tolerance improves
with the capability in maintaining operation during re-
clustering as a result of high dynamicity [144].

3.3. Clustering metrics
There are five main clustering metrics used for cluster for-
mation and maintenance (or re-clustering) in 5G networks:
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M.1 Node density represents the number of nodes per unit
area, or per coverage area, and it reflects the number
of neighboring nodes of a node and the traffic load
of a cluster. In 5G networks, node density is high
due to ultra-densification. In clustering, this metric
affects resource allocation and the amount of intra-
cluster communications. Using this clustering metric
helps to achieve two main objectives in 5G. Firstly,
it achieves the objective of enhancing cluster stabil-
ity (O.1) because higher node density increases the
probability of a connection exists between a CH and
a CM. Secondly, it achieves the objective of enhancing
load balancing (O.2) because traffic load can be trans-
ferred from clusters with higher traffic load to those
with lower traffic load. This clustering metric has been
used in [124, 132, 129, 30].

M.2 Geographical location represents the physical location
of a node in a network. Using this clustering metric
helps to achieve two main objectives in 5G. Firstly,
it achieves the objective of enhancing cluster stabil-
ity (O.1) because physically nearby nodes can form
a cluster to reduce intra-cluster distance between a
CH and its CMs, which helps to prolong the lifetime
of the CH and the cluster, leading to reduced clus-
tering costs, including clustering overhead, compu-
tational cost, and energy consumption. Secondly, it
achieves the objective of enhancing social awareness
(O.3) because physically nearby nodes tend to share
similar interest. This clustering metric has been used
in [126, 134, 132, 122, 129, 145, 131, 146, 124, 133] .

M.3 Social relation represents the strength of the relation-
ship among nodes in terms of interests or behaviors.
Examples of the clustering metrics are file central-
ity, degree centrality, closeness centrality, betweenness
centrality, and bridging centrality [147]. In 5G net-
works, nodes with higher file centrality can quickly
disseminate information [148, 149] even under ultra-
dense and heterogeneous networks. Using this cluster-
ing metric helps to achieve two main objectives in 5G.
Firstly, it achieves the objective of enhancing social
awareness (O.3) because alike nodes form clusters; for
instance, nodes with interests towards a specific mul-
timedia content form a cluster and share the content.
Secondly, it achieves the objective of enhancing fair-
ness (O.4) since the actual demand for a resource of a
cluster can be identified based on social relation. This
clustering metric has been used in [132, 133, 131, 129].

M.4 Mobility metrics represents mobility characteristics,
which can cause a CM to maintain its status quo, join
another cluster, or leave its existing cluster in a highly
dynamic network with frequent network topological
variations. In 5G networks, mobility is higher due
to higher dynamicity. Using this clustering metric
helps to achieve two main objectives in 5G. Firstly, it
achieves the objective of enhancing social awareness
(O.3) because mobile nodes with similar mobility pat-

terns (e.g., similar AoA) form a cluster to prolong the
lifetime of a CH and a cluster. Secondly, it achieves
the objective of enhancing cluster stability (O.1) be-
cause of the prolonged lifetime. This clustering metric
has been used in [126, 150, 131].

M.5 Residual energy represents the remaining energy level
of a node. In 5G networks, higher residual energy in-
creases the network lifetime by increasing the proba-
bility of a connection between nodes remaining con-
nected. Using this clustering metric helps to prolong
the network lifetime and reduces the occurence of re-
clustering, and so it achieves two main objectives in
5G. Firstly, it achieves the objective of enhancing clus-
ter stability (O.1) because a node with higher residual
energy is selected as a CH [129]. Secondly, it achieves
the objective of enhancing QoS (O.5) because CHwith
higher residual energy reduces the need to transfer its
responsibility to other nodes, leading to reduced packet
loss rate. This metric has been used in [124, 103, 129].

3.4. Clustering characteristics
There are three main clustering characteristics in 5G net-
works:
C.1 Number of hops (or intra-cluster distance) represents

the maximum number of hops between a CH and its
CMs. There are two possible options as follows:
C.1.1 Single-hop clusters allow a CM to communicate

with its CH only, which helps to increase clus-
ter stability and reduce delay. In 5G, SCs can
form single-hop clusters and use mmWave to
provide short-range communication in order to
provide higher data rate. However, single-hop
clusters increases clustering overhead due to fre-
quent handover in ultra-dense networks [151].
Single-hop clusters have been investigated in
[132, 126, 131, 129, 136, 134, 133, 127, 128, 30].

C.1.2 Multi-hop clusters allow a CM to communicate
with its CH in multiple hops, which helps to in-
crease network scalability (i.e., reduce the num-
ber of clusters in the network). In 5G, mas-
sive MIMO at BS provides long-range commu-
nication with high data rate, and multi-hop clus-
ters provide larger network coverage. However,
multi-hop clusters increases clustering overhead
due to explicit clustering message exchange be-
tween CHs, BSs, andUEs [124]. Multi-hop clus-
ters have been investigated in [122, 124, 103].

C.2 Node Type represents the type of nodes in a cluster.
There are two possible options as follows:
C.2.1 Homogeneous clusters contain network entities,

such as network cells (e.g., macrocells and SCs)
and UEs (e.g., smart gadgets and sensors), with
similar capabilities (e.g., computational and stor-
age capacities), which helps to increase cluster

Page ix of xxvi



Clustering Algorithm in 5G

stability (i.e., connectivity due to alike nature).
In 5G, D2D among homogeneous nodes can pro-
long the cluster lifetime because network conges-
tion among BSs and UEs is reduced.

C.2.2 Heterogeneous cluster contain network entities
with distinctive capabilities, which can intro-
duces constraints (e.g., data rate and transmis-
sion range) on the clustering process. Subse-
quently, heterogeneous nodes can reduce net-
work lifetime because of interference among net-
work entities. In 5G, SCs can collaborate among
themselves to reduce interference among hetero-
geneous nodes in order to maximize throughput
[116]. More descriptions about heterogeneity
are presented in Section 2.3.

C.3 Mobility represents the nature of movement of a cluster.
There are two possible options as follows:
C.3.1 Quasi static clusters contain network entities

(e.g., network cells) that are fixed or have low
mobility (e.g., the movement of UEs within a
specific region). These clusters are easy to main-
tain as compared to those with high mobility.

C.3.2 Mobile/ nomadic clusters contain network enti-
ties (e.g., vehicular nodes) that have high mobil-
ity. These clusters are more difficult to maintain
as compared to those with low mobility. In 5G,
high dynamicity is one of the main characteris-
tics, and it can be addressed using mobility mod-
els in clustering.

3.5. Performance measures
There are six main performance measures for clustering in
5G networks. Table 2 shows the details of performance mea-
sures and performance metrics. Cluster lifetime has been in-
vestigated with respect to energy efficiency and cluster sta-
bility as shown in the table.
P.1 Higher QoS performance increases packet delivery rate

(or reduces packet loss rate) from a source node to a des-
tination node, and reduces end-to-end delay of delay-
sensitive packets, as a result of more robust and reli-
able communication. So, it aims to achieve the ob-
jective of enhancing QoS (O.5) in resource distribution
among network entities, while addressing the challenge
of high cost (X.2) incurred during re-transmission and
re-clustering, particularly clustering overhead, compu-
tational cost, and energy consumption.

P.2 Higher fairness index increases fairness of resource dis-
tribution. So, it aims to achieve the objective of en-
hancing fairness (O.4) in resource distribution among
network entities, and enhancing QoS (O.5), while ad-
dressing the challenge of high heterogeneity (X.1) that
causes unequal resource distribution among the clusters,
and high cost (X.2), particularly clustering overhead.

P.3 Higher spectral efficiency optimizes resource utiliza-
tion, particularly frequency bands and network capac-
ity. So, it aims to achieve the objectives of enhanc-
ing fairness (O.4) in resource distribution among net-
work entities, and enhancing QoS (O.5), while address-
ing the challenges of high cost (X.2), particularly clus-
tering overhead, computational cost, and energy con-
sumption.

P.4 Higher energy efficiency reduces node failure, and so it:
a) increases the lifetime of a cluster and a CH, and re-
duces the occurrence of re-clustering (i.e., CH election
and node joining), and b) minimizes network partition
(or network topology disconnection) [152]. So, it aims
to achieve the objectives of enhancing cluster stability
(O.1), social awareness (O.2) among network entities,
and load balancing (O.3) among clusters, while address-
ing the challenges of high cost (X.2), particularly clus-
tering overhead, computational cost, and energy con-
sumption, and high dynamicity (X.3) that creates net-
work partition and causes re-clustering.

P.5 Lower cost reduces clustering overhead, computational
cost, and energy consumption. This can be achieved
by reducing re-clustering and unnecessary message ex-
change. So, it aims to achieve the objective of enhancing
cluster stability (O.1), while addressing the challenge of
high cost (X.2).

P.6 Lower number of clusters increases the coverage of a
cluster to incorporate more CMs. In other words, cluster
size increases, and this reduces inter- and intra-cluster
communication [122, 128]. So, it aims to achieve the
objectives of enhancing cluster stability (O.1), social
awareness (O.2) among network entities, and load bal-
ancing (O.3) among clusters, while addressing the chal-
lenge of high cost (X.2) incurred during re-transmission,
particularly clustering overhead, computational cost,
and energy consumption.

P.7 Higher cluster stability increases cluster lifetime, and so
it reduces the effects of: a) node failure, b) re-clustering,
and c) network partitioning. So it aims to achieve the
objective of enhancing cluster stability (O.1) among
clusters, while addressing the challenge of high cost
(X.2) incurred during re-clustering, particularly cluster-
ing overhead and computational cost.

4. Clustering Framework
A clustering framework consists of abstract-level steps from
non-clustered to clustered networks with each node being a
CH, a CM, or a CG. There are four main stages as summa-
rized in Table 3.
During the first stage, non-clustered nodes exchange mes-
sages among themselves, or receive broadcasts from BS, to
gather clustering information about: a) neighboring nodes,
and b) network topology. Neighboring nodes’ information,
such as social parameters (e.g., file centrality, degree central-
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Table 3
Stages of clustering algorithms

Stage Details Outcomes
First Non-clustered nodes exchange messages among themselves or receive broad-

casts from BSs
NSs and network topologies are
formed

Second Non-clustered nodes elect CHs CHs are elected
Third Non-clustered nodes join clusters Clusters are formed
Fourth Clusters form new clusters after the dissolution of existing clusters (or re-

clustering)
New clusters are formed

ity, and closeness centrality) and physical parameters (e.g.,
geographical location, AoA, relative speed, and received sig-
nal strength (RSS)), can be gathered to generate a neighbor
set (NS), which can be managed by BSs. A BS can ad-
vertise NS to nodes in its coverage. Using the neighbor-
ing nodes’ information, each node forms a network topol-
ogy. In [153], nodes exchange their geographical locations
(i.e., x- and y-coordinates), and calculate Euclidean distance
with their neighbor nodes. The Euclidean distance is used to
determine cluster boundary so that physically nearby nodes
can form a cluster. CMs of a cluster can elect a CH among
themselves.
During the second stage, non-clustered nodes elect CHs to
achieve clustering objectives (see Section 3.1) and address
the clustering challenges (see Section 3.2) using clustering
metrics (see Section 3.3) in order to form clusters with dif-
ferent characteristics (see Section 3.4). As an example, a
clustering scheme is proposed to enhance social awareness
(O.3) [132]. In [129], a CH is elected using a social relation
metric (M.3) so that it has a high social influence among
the non-clustered nodes, whereby data can be disseminated
in the cluster quickly to reduce end-to-end delay. The pro-
posed scheme has shown to increase cluster lifetime. As an-
other example, a clustering scheme is proposed to increase
cluster lifetime in order to enhance cluster stability (O.1). In
[124], a CH is elected using a residual energy metric (M.5)
so that it has a higher residual energy among non-clustered
nodes, subsequently it broadcasts an energy threshold and
non-clustered nodes that fulfill the threshold joins the clus-
ter as CMs [154, 155]. The proposed scheme has shown to
increase CH lifetime.
During the third stage, there are minor changes to the un-
derlying cluster structure without affecting the entire cluster,
such as a small number of non-clustered nodes joining a clus-
ter, or a small number of clustered nodes leaving a cluster.
The cluster size (or the number of CMs in a cluster) can be
limited by thresholds. Two examples of clustering schemes
are proposed to enhance load balancing (O.2) [128] [127].
In [127], the threshold is based on a social relation metric
(M.3) whereby a maximum number of CMs with similar in-
terests (i.e., multimedia content) can join a cluster. In [128],
the thresholds are based on two factors, namely network ca-
pacity (i.e., signal-to-noise ratio) and traffic load (i.e., the
number of message exchanges between CHs and CMs, and
among CMs, via D2D communication). The node density

metric (M.1) can also indicate the traffic load of a cluster.
CMs can leave clusters with high load and join clusters with
low load. Small clusters with similar interests can merge to
form a single cluster [30]. The proposed scheme has shown
to improve energy efficiency (P.4) and reduce the number of
clusters in the network (P.6).
During the fourth stage, cluster maintenance (or re-
clustering) occurs when there are major changes to the un-
derlying cluster structure which are affecting the entire clus-
ter, such as a large number of non-clustered nodes joining a
cluster, or a large number of clustered nodes leaving a clus-
ter. For instance, cluster maintenance enables a cluster to
form a new cluster after the dissolution of an existing clus-
ter. Re-clustering is essential: a) to manage a large number
of nodes joining and leaving, which affects the entire cluster
structure, in the dynamic 5G networks [126], b) to rotate the
role of network entities in a cluster (e.g., CH and CG incur
higher energy consumption, and so these roles are rotated
among nodes in a cluster), and c) to adjust the cluster size
in order to reduce traffic load of a cluster with high load for
achieving load balancing [128]. Nevertheless, re-clustering
in static networks, such as re-clustering of BSs, may not be
necessary [132].

5. Clustering Algorithms in 5G Networks
This section presents a survey on clustering algorithms in
5G networks. The clustering algorithms are segregated into
four categories based on the clustering objectives (see Sec-
tion 3.1), namely enhancing cluster stability (O.1), enhanc-
ing load balancing (O.2), enhancing social awareness (O.3),
and enhancing fairness (O.4). In addition to achieving the
aforementioned clustering objectives, some of these clus-
tering algorithms achieve the objective of enhancing QoS
(O.5). The framework of each clustering scheme, which is
based on the stages presented in Table 3, is summarized and
presented in a table for ease of comparison among the clus-
tering schemes. Table 4 shows the summary of the clustering
schemes presented in this section.
5.1. Clustering Algorithms for Enhancing Cluster

Stability
This section presents five clustering algorithms for achieving
the objective of enhancing cluster stability.
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5.1.1. Reducing CH election time based on energy
consumption

Lina et al. [124, 156] propose a clustering scheme that
minimizes energy consumption during CH election to pro-
long network lifetime in order to increase cluster stability.
Smart Balanced Energy Efficiency for Multi-hop clustering
scheme, or Smart-BEE(M), uses MIMO, for homogeneous
(C.2.1) and quasi static (C.3.1) nodes to form single- (C.1.1)
and multi-hop (C.1.2) clusters. The main objective is to
enhance cluster stability (O.1) among network entities. The
clustering scheme addresses two challenges, namely high
heterogeneity (X.1) whereby a diverse range of applications
(e.g., low- and high-bandwidth transmission) and highly dy-
namic IoT devices communicate in a real-time manner, and
high cost (X.2) whereby there is a high energy consumption.
In general, Smart-BEE(M) increases network lifetime by
reducing energy consumption and distance of inter-cluster
communication. Smart-BEE(M) covers three of the four
stages in the clustering framework as summarized in Table
5. During the first stage, non-clustered nodes generate
NS using physical parameters. During the second stage,
non-clustered nodes elect CHs using the residual energy
metric (M.5) to extent network lifetime and coverage
[157, 158] in order to enhance cluster stability and network
scalability. Consider an out-of-range node that declares
itself as a temporary CH. It is assigned a Cprob value that
represents the probability of the node being selected as a
CH. The Cprob value doubles every iteration until it reaches
1, so a Cprob value initialized with a value closer to 1 can
reduce energy consumption during CH election. When
Cprob = 1, the node either becomes a MN of a new cluster
in its neighborhood, or it declares itself as a CH given that it
has sufficient residual energy. During the third stage, a non-
clustered node joins a cluster: a) if it has sufficient residual
energy based on a residual energy metric (M.5), and b) if it
is closest to its CH based on a node density metric (M.1).
During data communication, a CH, which is equipped
with multiple interfaces and uses MIMO, select the right
interfaces for communication (e.g., video transmission
uses high-bandwidth interface, and data transmission uses
low-bandwidth interface, to reduce energy consumption),
and can operate at several channels simultaneously. The CH
can compress data and send it to BS. Smart-BEE(M) has
shown to improve spectral efficiency (P.3), energy efficiency
(P.4), reduces the number of clusters in the network (P.6),
and improve cluster stability (P.7).

5.1.2. Increasing intra-cluster connectivity based on
node density and energy consumption

Khan et al. [122] propose a clustering scheme that elects
reliable CH to prolong network connectivity in order to
increase cluster stability. This scheme aims to achieve
reliable communication in vehicular networks for homoge-
neous (C.2.1) and mobile (C.3.2) UEs to form multi-hop
(C.1.2) clusters in V2X networks. The main objective is to
enhance cluster stability (O.1) among network entities. The

Table 5
Stages of clustering algorithm [124]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using physical parameters.

Second Non-clustered nodes elect CHs using residual en-
ergy to extend the network lifetime.

Third Non-clustered nodes, which have sufficient resid-
ual energy and are geographically closer to the
respective CHs, join clusters.

clustering scheme addresses two challenges, namely high
heterogeneity (X.1) whereby there are UEs with different
capabilities, and high dynamicity (X.3) whereby there
are UEs with high mobility. In this scheme, UEs form
clusters among themselves and connect to femtocell BSs.
Long-range communication (e.g., between a CH and a
femtocell BS, and between a femtocell BS and a macrocell
BS) uses 5G, whereas short-range communication (e.g.,
CH-CH and CH-CM) uses wireless local area network (e.g.,
IEEE 802.11p). Each macrocell BS connects with a SC
(i.e., a femtocell BS) within its coverage. The proposed
clustering scheme covers three of the four stages in the
clustering framework as summarized in Table 6. During the
first stage, non-clustered UEs generate NS using physical
parameters (e.g., UE ID, as well as x- and y-coordinates).
During the second stage, non-clustered UEs elect CHs based
on the mobility metric (M.4) whereby a prospective CH
has the smallest average distance to neighboring UEs, and
residual energy metric (M.5), in order to increase network
connectivity for improving cluster stability and lifetime.
During the third stage, a non-clustered UE joins a cluster:
a) if it is closest to its neighboring UEs, which are clustered,
based on a node density metric (M.1), and b) if it is closest to
its CH based on a geographical location (M.2). A clustered
UE can leave a cluster after: a) it broadcasts a beacon
message to its entire cluster, and b) its counter expires after
180 seconds, causing other UEs in the cluster to remove its
entry. The centralized controller coordinates with clusters
to execute the first to third stages again whenever important
UEs (e.g., CH) leave the cluster. This scheme has shown
to improve QoS performance (P.1) (i.e., lower delay and
cost during re-transmission and re-clustering, particularly
clustering overhead, and energy consumption), reduce the
number of clusters in the network (P.6) [159, 160, 161, 162],
and improve cluster stability (P.7).

5.1.3. Selecting reliable nodes as potential CHs
Sanaa et al. [103] propose a clustering scheme that identifies
potential CHs amongUEs, and elects CHs that prolong long-
term network connectivity in order to increase cluster stabil-
ity. This scheme aims to form stable clusters with D2D com-
munication for heterogeneous (C.2.2) and mobile (C.3.2)
UEs to form multi-hop (C.1.2) clusters. The main objec-
tives are to enhance cluster stability (O.1), and enhancesQoS
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Table 6
Stages of clustering algorithm [122]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using physical parameters (i.e., node ID
and location information).

Second Non-clustered nodes elect CHs using the smallest
average distance to neighboring nodes in order to
increase network connectivity.

Third Non-clustered nodes, which are geographical
closer to the respective CHs, join clusters.

Table 7
Stages of clustering algorithm [103]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using physical parameters.

Second Non-clustered nodes elect potential CHs using
historical mobility pattern and residual energy to
increase cluster stability. In absence of potential
CHs, the centralized controller act as the CH.

Third Non-clustered nodes, which are closer to clustered
neighboring nodes, join clusters.

(O.5) among network entities. The clustering scheme ad-
dresses three challenges, namely high heterogeneity (X.1)
because different UEs have different transmission ranges,
high cost (X.2) whereby there is a high energy consumption
and overhead due to re-transmission [163, 164], and high dy-
namicity (X.3) due to high mobility of UEs. In this scheme,
reliable UEs are identified based on mobility, and clusters
are formed among the reliable UEs, contributing to lower
data re-transmission, and hence lower energy consumption.
The proposed scheme covers three of the four stages in the
clustering framework as summarized in Table 7. During the
first stage, non-clusteredUEs generate NS using physical pa-
rameters to develop a network topology consisting the UEs
in the network. During the second stage, non-clustered UEs
elect CHs based on mobility metrics (M.4) and residual en-
ergy (M.5) whereby UEs with predictable mobility patterns
(i.e., based on historical mobility pattern) and high resid-
ual energy are marked as potential CHs. The non-clustered
UEs select centralized controller as the CH in the absence
of potential CHs [165, 166]. During the third stage, a non-
clustered UE joins a cluster if it is closest to its neighboring
UEs, which are clustered, based on a node density metric
(M.1) for longer-term connectivity. This scheme has shown
to improve QoS performance (P.1) (i.e., higher throughput
and lower packet loss), reduce cost (P.5), and improve clus-
ter stability (P.7).
5.1.4. Electing backup CHs
Duan et al. [126] propose a clustering scheme that elects
backup CHs to prolong network connectivity in order
to increase cluster stability and network lifetime. This

scheme is designed for homogeneous (C.2.1) and mobile
(C.3.2) nodes to form single-hop (C.1.1) clusters. The main
objective is to enhance cluster stability (O.1) and QoS (O.5)
among network entities. The clustering scheme addresses
two challenges, namely high cost (X.2) and complexity
whereby there are a high amount of overhead and a massive
amount of data generated by a large number of nodes
[167, 168], and high dynamicity (X.3) whereby there are
UEs with high mobility [169]. In this scheme, UEs form
clusters among themselves and connect to BSs. The CHs
can aggregate and forward traffic pattern information to
BSs in a single hop, and subsequently the CHs forward the
information to a centralized controller. This enables the
centralized controller to predict real-time traffic patterns
based on AoA and RSS. Long-range communication (e.g.,
between a CH and a BS) uses 5G to exchange clustering
messages, whereas short-range communication (e.g., among
a CH and its CMs in intra-cluster communication) uses
wireless local area network (e.g., IEEE 802.11p) [77] to
exchange control messages for updates (e.g., geographical
locations). This scheme covers all of the four stages in the
clustering framework as summarized in Table 8. During the
first stage, non-clustered UEs generate NS using physical
parameters (e.g., geographical location) and form clusters.
During the second stage, clustered UEs elect CHs, as well
as backup CHs [170], based on the mobility metric (M.4)
whereby the speed of the CH (backup CH) is closest (the
second closest) to the average speed of the cluster in order
to increase the lifetime of a CH and a cluster. Backup CHs
are necessary to prevent the over dependency on a single
node (i.e., the CH). For instance, the backup CH becomes
the CH of a cluster when the existing CH leaves the cluster.
During the third stage, a non-clustered UE joins a cluster if
both are located at the same region and are moving in the
same direction based on a geographical location (M.2) and
a mobility (M.4) metrics, respectively, which increases the
connection time of a link in a node pair. During the fourth
stage, a CH performs cluster maintenance (or re-clustering)
by removing some of the UEs from its cluster whenever
its network capacity fails to cater for the traffic load at the
CH [150]. During data communication, a UE, which is
equipped with multiple interfaces and uses MIMO connects
to CHs or CMs via directional links. This scheme has
shown to improve QoS performance (P.1) (i.e., lower packet
loss), reduce the number of clusters in the network (P.6),
and improve cluster stability (P.7).

5.1.5. Merging clusters based the number of
handovers of UEs between two SCs

Ying et al. [127] propose a clustering scheme that merges
two clusters to prolong network connectivity. This helps
to reduce the number of handovers, and hence energy con-
sumption, contributing to a longer network lifetime, and
hence improving cluster stability. This scheme is designed
for homogeneous (C.2.1) and quasi static (C.3.1) nodes (i.e.,
a centralized controller and UEs) to form single-hop (C.1.1)
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Table 8
Stages of clustering algorithm [126]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using geographical location.

Second Non-clustered nodes elect CH and backup CH us-
ing the average speed of the cluster to increase
the lifetime of CH and avoid dependency on a
single node.

Third Non-clustered nodes, which are located in same
geographical location and moving in the same di-
rection, join clusters.

Fourth Clusters form new clusters after removing nodes
that fail to handle traffic load.

Table 9
Stages of clustering algorithm [127]

Stage Details and Outcomes
First Non-clustered nodes generate NS, which is de-

picted in the form of graph, that contain nodes
linked with values that increase with the number
of handovers.

Second Centralized controller act as the CH.
Third Non-clustered nodes, which are connected with

CH, join clusters.
Fourth Femtocells are merged based on the number of

handovers.

clusters. Each cluster consists of a centralized controller as
the CH, and UEs as the CMs. Hence, a single CH manages
multiple clusters. The main objective is to enhance clus-
ter stability (O.1) among network entities. The clustering
scheme addresses the challenge of high cost (X.2) caused
by clustering overhead and energy consumption. This is be-
cause, as the number of SCs (i.e., femtocells) increases, the
inter-cell interference level and the number of handovers of
mobile UEs from one femtocell to another increases [171].
The proposed clustering scheme covers all the four stages in
the clustering framework as summarized in Table 9. During
the first stage, non-clustered nodes generate a NS or a net-
work topology, which is represented by a graphG = [F ,H],
where: a) F is a set of nodes that represents the physical pa-
rameters (e.g., geographical location) of UEs and femtocells,
and b) H is a set of links that represents a mobility metric
(M.4) that increases with the number of handovers of UEs.
During the second and third stages, the centralized controller
acts as a CH and the UEs become the CMs based on the net-
work topology formed in the first stage. During the fourth
stage, when the number of handovers of UEs from a partic-
ular femtocell to a neighboring femtocell is greater than a
threshold, these two femtocells are merged to reduce inter-
ference and handover between the femtocells. This scheme
has shown to improve spectral efficiency (P.3), energy effi-
ciency (P.4), cost (P.5), and improve cluster stability (P.7).

5.2. Clustering Algorithms for Enhancing Load
Balancing

This section presents a clustering algorithm for achieving
the objective of enhancing load balancing.

5.2.1. Adjusting cluster size to transfer traffic load
among SCs

Ali et al. [128] propose a clustering scheme that adjusts
its cluster size (i.e., the number of nodes in a cluster) to
self-organize traffic load in order to achieve load balancing
in 5G networks. This scheme is designed for heterogeneous
(C.2.2) and mobile (C.3.2) nodes to form single-hop (C.1.1)
clusters. The main objective is to enhance load balancing
(O.2). The clustering scheme addresses the challenge of
high cost (X.2) caused by clustering overhead and energy
consumption. In general, this scheme adjusts the cluster
size dynamically based on the traffic load of a cluster, and
can transfer traffic load from SCs with higher traffic load to
those with lower traffic load. In CoMP, larger cluster size
increases the CoMP gain (e.g., which is based on spectral
efficiency, energy efficiency, load balancing, and fairness of
resource distribution) which increases available resources
to cater for high traffic load; however, too large a cluster
can increase clustering overhead and energy consumption
[82, 172]. Therefore, the cluster size must be adjusted
accordingly to achieve load balancing. This scheme covers
all of the four stages in the clustering framework as sum-
marized in Table 10. During the first stage, non-clustered
nodes generate NS using physical parameters (e.g., nodes’
geographical location) to develop a network topology. Dur-
ing the second stage, non-clustered nodes elect CHs using
the residual energy metric (M.5) whereby a prospective
CH has a higher residual energy. During the third stage, a
non-clustered node joins a cluster if it is closest to the CH
based on a node density metric (M.1). The traffic load of a
SC is monitored in each iteration. During normal operation,
the traffic load is below a pre-defined threshold. When the
traffic load exceeds the pre-defined threshold, the cluster
size increases in order to increase the CoMP gain leading
to more available resources. During the fourth stage,
when a cluster becomes too large causing high clustering
overhead and energy consumption, cluster maintenance
(or re-clustering) is initiated to form new clusters and the
traffic load of SCs is equally distributed among the newly
formed clusters in order to increase cluster lifetime. The
re-clustering process is repeated among clusters that have
exceeded the pre-defined threshold until the traffic load of
all newly formed clusters are less than the threshold, which
helps to transfer traffic load from SCs with higher traffic
load to those with lower traffic load. This scheme has shown
to improve QoS performance (P.1) and spectral efficiency
(P.3), and reduce the number of clusters in the network (P.6).
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Table 10
Stages of clustering algorithm [128]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using geographical location.

Second Non-clustered nodes elect CHs using residual en-
ergy to extend the network lifetime.

Third Non-clustered nodes, which are closer to clustered
neighboring nodes, join clusters.

Fourth Clusters form new clusters when traffic load is
high, which causes high clustering overhead and
energy consumption, in order to extend the clus-
ter lifetime.

5.3. Clustering Algorithms for Enhancing Social
Awareness

This section presents clustering algorithms for achieving the
objective of enhancing social awareness.
5.3.1. Joining node based on social interests
In general, there are four kinds of clustering schemes
[133, 132, 131, 129] that increase social awareness (e.g.,
UEs belong to the same community, or have similar inter-
ests) by identifying strong social relation among network
entities. The clustering schemes share a similar clustering
algorithm, and the main differences among them are the
social attributes and clustering metrics used in the clustering
algorithm. These schemes are designed for heterogeneous
(C.2.2) and mobile (C.3.2) UEs to form single-hop (C.1.1)
clusters. The main objective is to enhance social awareness
(O.3), in addition to cluster stability (O.1) [132], and QoS
(O.5) [129] among network entities. These clustering
schemes address different challenges, namely: a) high
dynamicity (X.3) whereby there are UEs with high mobility
[131], b) high cost (X.2) (i.e., clustering overhead due to
ultra-densification [133, 132]), and c) high heterogeneity
(X.1) whereby there are diverse range of communities or
interests in the network [129]. In these schemes, UEs form
clusters among themselves and connect to macrocell BSs.
Long-range communication (e.g., between a CH and a
macrocell BS) uses 5G to exchange information about clus-
ters, whereas short-range communication (e.g., CH-CM)
uses wireless local area network (e.g., IEEE 802.11p) [77] to
identify neighboring UEs and exchange clustering messages
[174, 173]. These schemes cover three of the four stages
in the clustering framework as summarized in Table 11.
During the first stage, non-clustered UEs generate NS using
social attributes (e.g., the number of message exchanges
[132], social interest [131], social connectivity [129], and
same content [133]). During the second stage, non-clustered
UEs elect CHs based on social relation metrics (M.3), which
represent the similarity of the community and interests of
a UE with neighboring UEs in terms of: a) UEs’ contents
[132], b) UEs’ mobility metric (M.3) (i.e., relative velocity
and relative distance) [131], c) UEs’ entropy of betweenness
centrality (or the number of social connections between a

Table 11
Stages of clustering algorithm [133, 132, 131, 129]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology using social attributes, such as social
connectivity [129], social interest [131], the to-
tal number of messages exchanged among them-
selves [132], and similar content usage [133].

Second Non-clustered nodes elect CHs using the number
of social connections [129], similar mobility [131],
and social interaction based on content [132], as
well as node’s cache with high hit rate [133].

Third Non-clustered nodes, which are closer to clus-
tered neighboring nodes [129] [133] and CHs
[131] [132], join clusters.

UE and other UEs in the network) so that information can
be disseminated in a cluster quickly since CH and CMs
have strong social relation[129], and d) UEs’ cache with
high hit rate [133]. During the third stage, a non-clustered
UE joins a cluster: a) if it is closest to its neighboring UEs,
which are clustered, based on a node density metric (M.1)
[129], b) if it is closest to its CH based on a geographical
location metric (M.2) [132, 131, 129], so it leads to a
prolonged network lifetime, and c) if it has a strong social
relation with its neighboring UEs based on a social relation
metric (M.3), which must fulfill a pre-defined threshold
based on trust value [175]. The trust value increases with
the number of message exchanges (i.e., higher number
of message exchanges, or communications, increases the
effectiveness in improving privacy and security, so it leads
to a higher trust value)[132, 131]. The proposed schemes
have shown to improve: a) QoS performance (P.1) (e.g.,
higher throughput, and the number of satisfied users, as
well as lower delay and packet loss rate) [132, 131, 129],
b) fairness index (P.2) [132], c) spectral efficiency (P.3)
[132, 133], d) energy efficiency (P.4) (e.g., longer cluster
lifetime) [132, 129, 133], e) cost (P.5) (i.e., clustering
overhead) [131], f) number of clusters in the network (P.6)
[129], and g) improve cluster stability (P.7).

5.4. Clustering Algorithms for Enhancing
Fairness

This section presents two clustering algorithms for achiev-
ing the objective of enhancing fairness.

5.4.1. Joining node based on resource availability
Asadi et al. [136] propose a clustering scheme that achieves
a fair distribution of resources by joining a UE with less
resource to a cluster with more resource for the benefit
of the UE, and vice-versa. This scheme is designed for
heterogeneous (C.2.2) and mobile (C.3.2) UEs to form
single-hop (C.1.1) clusters. The main objective is to en-
hance fairness (O.4) among network entities. The clustering
scheme addresses the challenge of high cost (X.2) due to
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Table 12
Stages of clustering algorithm [136]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using geographical location.

Second Non-clustered nodes elect CHs using high residual
energy to extend the network lifetime.

Third Non-clustered nodes with access to high-quality
channels join clustered nodes with low-quality
channel access in order to achieve fairness.

clustering overhead caused by ultra-densification in 5G.
In this scheme, UEs form clusters among themselves and
connect to macrocell BSs. Long-range communication
(e.g., between a CH and a macrocell BS) uses 5G to
exchange information about clusters, whereas short-range
communication (e.g., CH-CM) uses wireless local area
network (e.g., IEEE 802.11ad) [176, 177]. The macrocell
BS monitors clustering activities (i.e., CH election and node
joining) in order to achieve fairness [101, 178, 179, 180].
The proposed clustering scheme covers three of the four
stages in the clustering framework as summarized in Table
12. During the first stage, non-clustered UEs generate
NS using physical parameters (i.e., geographical location).
During the second stage, non-clustered UEs elect CHs using
the residual energy metric (M.5) whereby a prospective
CH has a higher residual energy. During the third stage,
a non-clustered UE joins a cluster: a) if it is closest to its
neighboring UEs, which are clustered, based on a node
density metric (M.1), and b) if it is closest to its CH based on
a geographical location (M.2). In addition, a non-clustered
UE with access to high-quality channel joins a cluster with
low-quality channel (or with less resource) for the benefit
of the cluster, while a non-clustered UE with access to
low-quality channel joins a cluster with high-quality channel
(or with more resource) for the benefit of the UE, in order
to achieve fairness and improve the cluster throughput.
This scheme has shown to improve QoS performance (P.1)
(i.e., higher throughput), fairness index (P.2), energy effi-
ciency (P.4), and cost (P.5) (i.e., lower energy consumption).

5.4.2. Assigning priority to clusters to distribute
resources fairly

Huang et al. [134] propose a clustering scheme that allo-
cate resources (i.e., channels) among clusters in a SC (i.e.,
femtocell) fairly to minimize inter-cluster interference, and
hence inter-cell interference [181]. The channels are allo-
cated based on the priority of a cluster. This scheme is de-
signed for heterogeneous (C.2.2) and mobile (C.3.2) UEs to
form single-hop (C.1.1) clusters. The main objective is to
enhance fairness (O.4) among clusters in a femtocell. The
clustering scheme addresses the challenge of high cost (X.2)
due to clustering overhead caused by interference among
clusters in a femtocell. In this scheme, UEs from a femtocell
form clusters among themselves and connect to the femto-

Table 13
Stages of clustering algorithm [134]

Stage Details and Outcomes
First Non-clustered nodes generate NSs and network

topology by exchanging messages among them-
selves using geographical location.

Second Non-clustered nodes elect CHs, which are closer
to femtocell BSs.

Third Non-clustered nodes join clusters using traditional
k-means algorithm. Priority is assigned to each
cluster based on interference level, traffic load,
and packet waiting time. Higher priority clusters
receive high amount of resources to achieve fair-
ness.

cell BS. The proposed clustering scheme covers three of the
four stages in the clustering framework as summarized in
Table 13. During the first stage, non-clustered UEs generate
NS using physical parameters (e.g., geographical location).
During the second stage, non-clustered UEs elect CHs based
on the geographical location metric (M.2), which is the dis-
tance between a femtocell BS and neighboring UEs. A UE
with the shortest distance is elected as the CH [182]. During
the third stage, a traditional k-means algorithm is applied to
form clusters [183]. Resource is allocated based on the pri-
ority of a cluster determined using three criteria, whereby a
cluster is given a higher priority if it has: a) higher interfer-
ence level, b) higher traffic load, and c) packets with longer
waiting time. For instance, high-quality channels are allo-
cated to clusters with higher priority to achieve a fair dis-
tribution of resources among clusters in a femtocell. This
scheme has shown to improve fairness index (P.2), spectral
efficiency (P.3), and energy efficiency (P.4).

6. Open Issues
This section presents open issues that can be pursued in this
research topic.
6.1. Performing cluster size adjustment
Large cluster size: a) increases network scalability by in-
creasing the number of CMs in a cluster (or reduces the
number of clusters in a network) leading to reduced cluster-
ing overhead (or clustering message exchanges) which helps
to address the challenge of high cost, and b) increases clus-
ter stability by reducing the number of re-clusterings [184].
Hence, large cluster size consumes lower network resources;
however, the congestion level of a cluster increases as the CH
handles more traffic from its CMs [185, 186].
As an example, due to the ultra-densification of nodes in 5G
networks, there are two main challenges in performing clus-
ter size adjustment: a) high heterogeneity (X.1) whereby
segregating nodes with similar interests and behaviors can
be difficult, and so there are a higher number of clusters in
the network, and b) high cost (X.2) whereby there is an ex-
ponential increase in the number of message exchanges in
intra- and inter-cluster communications, and so more net-
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work resources are required. In other words, higher number
of nodes increases the number of clusters and message ex-
changes in the network, and hence requiring more network
resources and reducing network performance [187]. Cluster
size adjustment is necessary to adjust the number of clusters
and message exchanges in the network.
As another example, due to the high mobility of UEs in 5G
networks, there are two main challenges in performing clus-
ter size adjustment: a) high dynamicity (X.3) whereby UEs’
with high mobility causes significant changes to the underly-
ing network topology (e.g., nodes move out of the coverage
of a cluster) [188], and b) high cost (X.2) whereby clustering
overhead and energy consumption are incurred in node join-
ing and re-clustering procedures. The challenges reduce the
cluster lifetime. However, cost is low in quasi static networks
as compare to mobile networks. Cluster size adjustment is
necessary to adjust the number of message exchanges and
energy consumption in the network. Mobility pattern can
also be applied to predict new positions of nodes for the node
joining procedure.
In short, cluster size adjustment ensures that there are suffi-
cient network resources to cater for the right number of clus-
ters in the network in order to enhance QoS (P.1), and energy
efficiency (or increased cluster lifetime) (P.4), as well as to
reduce cost (or overhead) (P.5). Cluster size adjustment can
be performed using artificial intelligence techniques due to
the dynamicity of the operating environment [189]. Due to
the lack of investigation on cluster size adjustment in 5G net-
works, further studies can be pursued in this topic.
6.2. Performing cluster maintenance
Cluster maintenance or re-clustering, which is the fourth
stage of the clustering framework (see Section 4), forms new
cluster(s) after the dissolution of an existing cluster in order
to maintain network performance as time goes by [190, 192].
This mechanism is essential to handle major changes in the
underlying cluster structure that can affect an entire cluster,
including: a) a large number of non-clustered nodes joining
or leaving a cluster [191], b) CH migration (or the rotation
of the CH role) that elects the most appropriate node to be-
come the next CH, c) cluster merging that combines multiple
neighboring clusters into a single cluster due to their similar-
ities, and d) cluster splitting that segregates a single cluster
into multiple clusters due to their differences [192]. 5G net-
works pose three main challenges to cluster maintenance: a)
high heterogeneity (X.1) whereby there are a diverse range of
nodes with different capabilities, b) high cost (X.2), particu-
larly clustering overhead, computational power, and energy
consumption, is incurred for selecting new CHs and node
joining, and rotating the CH of a cluster, and c) high dynam-
icity (X.3) whereby nodes with high mobility increase the
need for cluster maintenance. In addition, insufficient of re-
sources can cause the dissolution of a cluster as a results of
increased packet loss and reduced QoS of the entire cluster
[193, 26].
In short, cluster maintenance ensures that network resources

are efficiently utilized in order to enhance QoS (P.1), spectral
efficiency (P.3), energy efficiency (P.4), as well as to reduce
cost (P.5), and the number of clusters in the network (P.6).
Due to the lack of investigation on cluster maintenance in
5G networks, further studies can be pursued in this topic.
6.3. Ensuring node connectivity
Intra- and inter-cluster connectivities among nodes reduce
network partitions. Long-term connectivity among nodes in
a cluster increases network lifetime leading to cluster sta-
bility [194]; while short-term connectivity reduces network
lifetime causing cluster instability [195]. In ultra-dense net-
works, nodes are expected to be deployed nearer to each
other, and so it increases the probability of a connected net-
work remaining connected for long term [196]. However,
connectivity among clustered nodes in 5G networks can re-
duce due to high node mobility. 5G networks pose three
main challenges to achieving long-term connectivity, includ-
ing: a) high heterogeneity (X.1) whereby there are a di-
verse range of nodes (i.e., with different interests and pur-
poses) with different capabilities (i.e., mobility, transmission
power, and social relations), b) high cost (X.2), particularly
clustering overhead, is incurred due to ultra-densification,
and c) high dynamicity (X.3) whereby nodes’ or UEs’ with
highmobility increase the changes of the underlying network
topology (e.g., nodes move out of the coverage of a cluster
and cause dis-connectivity).
In short, ensuring node connectivity provides long-term con-
nectivity in order to enhance QoS (P.1), spectral efficiency
(P.3), energy efficiency (or prolong network lifetime) (P.4),
as well as to reduce cost (P.5) and the number of clusters
in the network (P.6). This can be performed using parti-
cle swarm optimization [197], artificial bees colony [198],
and ant colony optimization, that extracts social behaviors
of bird flocks, bees, and ant colonies, respectively [199]. In
addition, the centralized controller can compute and predict
future positions and directions of nodes based on the nodes’
historical mobility pattern for achieving long-term connec-
tivity [200]. Due to the lack of investigation on ensuring
node-connectivity in 5G networks, further studies can be
pursued in this topic.
6.4. Adopting self-organization
Due to ultra-densification in 5G networks, clustering a large
number of nodes is difficult [201]. Traditionally, artifi-
cial intelligence approaches have been used to perform self-
organization, whereby macro-learning is applied at the cen-
tralized controller and micro-learning is applied at the dis-
tributed entities. Macro-learning (e.g., K-means [202]) en-
ables a centralized controller to learn about the preferences
and priorities of a group of nodes (e.g., with similar geo-
graphical location or social relation) to achieve globally op-
timal solutions over time using network-wide information,
while micro-learning enables each individual node to learn
about the preferences and priorities of itself to achieve lo-
cally optimal solutions over time using neighborhood in-
formation. Both macro-learning and micro-learning ap-
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proaches can be integrated to provide a hybrid approach so
that the clustering algorithms can gain benefits from both
[203]. Clustering messages, generated by a large number of
network entities (e.g., sensors, meters, and tracking devices),
must be minimized as local information, such as the conges-
tion level, mobility pattern, and data rate of the node [26],
must be gathered from the network entities by the centralized
controller [204]. 5G networks pose three main challenges
to self-organization: a) high heterogeneity (X.1) whereby
there are a diverse range of nodes with different capabil-
ities, b) high cost (X.2), particularly clustering overhead,
is incurred for selecting new CHs and node joining under
ultra-densification, and c) high dynamicity (X.3) whereby
nodes with high mobility introduces unpredictability in self-
organization.
In short, self-organization provides intelligence for achiev-
ing globally optimal solutions in order to enhance QoS (P.1),
energy efficiency (or prolong network lifetime) (P.4), as well
as reduce cost (P.5) and the number of clusters in the network
(P.6). This can be performed using reinforcement learn-
ing that observes network statistics (e.g., traffic load, energy
consumption, and mobility pattern), and subsequently se-
lects and executes the right actions to form self-organized
clusters [205]. In addition to performing continuous mon-
itoring, unexpected events, such as those that occur during
disaster and emergency, should be detected. Due to the lack
of investigation on achieving self-organization in the context
of clustering in 5G networks, further studies can be pursued
in this topic.
6.5. Enhancing quality of service
Due to ultra-densification in 5G networks, clustering a large
number of nodes, with some using real-time applications,
demands a stringent level of user requirements and QoS
[206]. As an example, a driver-less car requires safety and
warning messages (i.e., information about vehicles and road
infrastructure) sent within a tolerable delay of 1 ms [207],
and this must be fulfilled by single-hop or multi-hop data
packet transmission between a CM to a CH via D2D [208].
In order to provide more reliable communication and larger
coverage, control message transmission uses licensed chan-
nel, while data transmission uses either licensed or unli-
censed (e.g., IEEE 802.11p) channel. 5G networks pose
three main challenges to QoS enhancement, namely high
heterogeneity (X.1), high cost (X.2), and c) high dynamicity
(X.3), all of which reduce QoS. Addressing these challenges
can enhance QoS (P.1) (e.g., higher throughput and lower
end-to-end delay), as well as reduce cost (P.5) and the num-
ber of clusters in the network (P.6). Further studies can be
pursued in this topic.

7. Conclusion
In this paper, clustering schemes for the next-generation mo-
bile wireless network, namely 5G, are presented. This arti-
cle refreshes the topic of clustering, its motivation and back-
ground in 5G through a review of the limited research works

in this topic. The clustering schemes discussed in this paper,
which are mainly based on five types of objectives (i.e., en-
hancing cluster stability, load balancing, social awareness,
fairness, and quality of service (QoS)) address three main
challenges, namely high heterogeneity, high cost, and high
dynamicity. The clustering schemes mainly use five types
of clustering metrics, namely node density, geographical lo-
cation, mobility metrics, social relation, and residual en-
ergy, for the clusterhead election and node joining proce-
dures. These schemes are based on three main characteris-
tics, namely the number of hops (i.e., single-hop and multi-
hop), node type (i.e., homogeneous and heterogeneous), and
mobility rate (i.e., quasi static and mobile/ nomadic). These
clustering schemes have shown to provide five main perfor-
mance measures, namely higher QoS performance, fairness
index, spectral efficiency, energy efficiency, as well as lower
cost and the number of clusters in a network. Moreover,
the main open issues related to clustering schemes in 5G
are outlined. The paper is expected to support and motivate
researchers for further exploration and investigation in this
research area.
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