
Contents lists available at ScienceDirect

Journal of Transport Geography

journal homepage: www.elsevier.com/locate/jtrangeo

Visualising where commuting cyclists travel using crowdsourced data

David Philip McArthur⁎, Jinhyun Hong
Urban Big Data Centre, University of Glasgow, G12 8QQ, UK

A R T I C L E I N F O

Keywords:
Cycling
Crowdsourced data
Volunteered geographic data (VGI)
Strava

A B S T R A C T

Encouraging more cycling is increasingly seen as an important way to create more sustainable cities and to
improve public health. Understanding how cyclists travel and how to encourage cycling requires data; something
which has traditionally been lacking. New sources of data are emerging which promise to reveal new insights. In
this paper, we use data from the activity tracking app Strava to examine where people in Glasgow cycle and how
new forms of data could be utilised to better understand cycling patterns. We propose a method for augmenting
the data by comparing the observed link flows to the link flows which would have resulted if people took the
shortest route. Comparing these flows gives some expected results, for example, that people like to cycle along
the river, as well as some unexpected results, for example, that some routes with cycling infrastructure are
avoided by cyclists. This study proposes a practical approach that planners can use for cycling plans with new/
emerging cycling data.

1. Introduction

Encouraging people to cycle rather than travel by motorised trans-
port is seen as a way of achieving more sustainable urban environ-
ments. The substantial benefits on offer have not been overlooked by
policy makers. For instance, Transport Scotland (Transport Scotland,
2017) have set a vision of “10% of everyday journeys to be made by
bike, by 2020”. They also note that cities will have to be the driver in
achieving this ambitious aspiration.

One intervention which has been deployed in many cities is im-
proving cycling infrastructure e.g., segregated cycle lanes, bicycle
parking etc. Such measures have generally been shown to have a po-
sitive effect, although the evidence is somewhat mixed. For example, in
a review Pucher et al. (2010) found statistically significant and positive
effects in most of the aggregate level studies they looked at while noting
that the evidence was more mixed for individual level studies. In an-
other review, Ogilvie et al. (2004) found little effect of infrastructure
changes. Evaluation, however, can be difficult due to a lack of data
(Hankey et al., 2012; Heesch and Langdon, 2016).

One potential explanation is that the infrastructure changes were
not well targeted to places where they would be of use to cyclists. One
barrier to the effective targeting of infrastructure changes is the lack of
good data on cycling to help planners understand overall cycling pat-
terns. Currently, much of the data on cycling comes from either travel
surveys or cycle counts. These methods tend to give sparse spatial and/
or temporal coverage.

Travel surveys provide the opportunity to collect useful information
about cyclists from representative samples, however they can be ex-
pensive to administer resulting in small sample sizes. Cycling typically
has a low mode share (e.g., 1.6% for travel to work in Glasgow), hence
many people must be surveyed in order to include a reasonable number
of cyclists. There are also limitations to the sorts of data which can be
captured using a survey. For instance, people responding to a survey
will probably be able to recall their origins and destinations, however
may be unable to give detailed route information.

Counting cyclists is another way to collect data. Such counts may be
conducted manually or with a sensor, such as pneumatic tubes or in-
ductive loops. Many sensors can only give accurate results if they are
carefully installed and properly maintained (Norback and Janson,
2010; Romanillos et al., 2016). Ryus et al. (2014) note that in the US,
the majority of cycle counts are conducted manually. This can reduce
the number of locations surveyed, as well as creating a biased sample of
locations.

New types of data have emerged in recent years which address some
of the weaknesses of the traditional sources, allowing a better under-
standing of overall cycling patterns to be achieved. For example, having
cyclists carry GPS receivers offers the chance to capture rich movement
data, including data about origins, destinations and route choices. It can
also be a way to deal with misreporting in surveys (Shen and Stopher,
2014). However, providing people with such devices and gathering the
data can be expensive. This has severely limited the sample sizes in
studies employing these methods.
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Fortunately, the proliferation of smartphones means that many
people already carry equipment capable of capturing their movements.
The popularity of activity tracking apps also means that many cyclists
are already collecting and publishing their own data. One of the most
popular of these apps is Strava, which allows people to capture and
share their running and cycling trips.

Such crowdsourced cycling data (sometimes referred to as vo-
lunteered geographic information or VGI) could be valuable in sup-
porting decision making (Jestico et al., 2016). Crowdsourced mobility
data has already been used by researchers to study topics such as
routing and navigation (Hendawi et al., 2013; Prandi et al., 2014; Keler
and J.D., 2016), disaster management (Haworth and Bruce, 2015;
Granell and Ostermann, 2016), wheelchair routing (Zipf et al., 2016;
Mobasheri, 2017), health (Griffin and Jiao, 2015) and cycling (Sun
et al., 2017; Boss et al., 2018).

This paper will examine how data from the cycling app Strava can
be augmented and used to gain a better understanding of how cyclists
travel in a city. A typical research question asked by practitioners
working with crowdsourced cycling data is where do cyclists cycle. This
is relatively easy to see using tools such as Strava's global heatmap.1 We
extend this typical question to ask where do cyclists cycle when we
control for travel demand between different origins and destinations.
To address this question, we compare the routes taken by commuting
cyclists with the route they would take if they minimised their travel
distance in the city of Glasgow.

Through mapping the results, we highlight road links which cyclists
avoid and those which they are drawn to. This provides valuable in-
formation about cyclists' choices. By combining these results with local
knowledge and/or contextual information we can infer the relationship
between cycling and other relevant factors such as the built environ-
ment and the public transport system. To demonstrate this process, we
examine particular roads which are either heavily used or underused
and discuss what factors may have led to this situation. In this way, our
method can highlight anomalies in the road network which can then be
subjected to further analysis; either quantitatively or qualitatively. We
present qualitative discussions of the examples we select.

A key strength of our proposed methodology is that it can be easily
replicated for cities around the world. Strava data is often available in
places where other data may be lacking, for instance in the developing
world (Musakwa and Selala, 2016). Part of the price for the abundance
of data is that its representativeness is often unknown. Sizes and di-
rections of bias may also change between different contexts. Still, the
number of cyclists using Strava is likely to be much higher than the
sample size which would be achievable in a conventional GPS survey;
or indeed from other data sources. Having such rich data can provide
extremely useful information for planners. There is emerging evidence
that data from Strava corresponds well with urban cycling flows
(Haworth, 2016).

The paper is structured as follows. Section 2 will review the lit-
erature concerning route choice, and in particular the studies using new
and novel forms of data. This review will provide guidance about what
we should expect to see in the data we create. Section 3 will outline the
methodology we use to generate the enhanced Strava data. Section 4
will examine how the enhanced data can be visualised and analysed.
Potential use cases are also presented. In the concluding section, we
discuss some of the benefits and potential limitations of the data.

2. Related work

Encouraging more people to cycle requires an understanding of
where cyclists like to cycle. This has been a topic of interest to re-
searchers for decades. For a review of the early literature, see
Hopkinson et al. (1989). It is well known that cyclists choose routes

differently from other road users (Ehrgott et al., 2012), hence special
attention must be given to factors which are important to them.

As is to be expected with spatial interaction, cyclists tend to prefer
shorter routes to longer ones (Dill and Gliebe, 2008; Fraser and Lock,
2011; Hood et al., 2011; Börjesson and Eliasson, 2012; Broach et al.,
2012; Caulfield, 2014). This effect is more pronounced for utilitarian
trips such as commuting trips (Sener et al., 2009). However using GPS
data Dill and Gliebe (2008) found that their sample of 164 cyclists on
average travelled 11% further than the shortest route for commuting
trips. Clearly, other factors are also important when selecting a route.

While distance may be the dominant component in the impedance
to cycling, there are other features which are important. For example,
cyclists have been shown to prefer fewer junctions/red lights/stop signs
(Sener et al., 2009; Menghini et al., 2010; Caulfield et al., 2012), fewer
turns (Hood et al., 2011; Broach et al., 2012), and fewer steep inclines
(Menghini et al., 2010; Fraser and Lock, 2011; Hood et al., 2011;
Broach et al., 2012). These factors seem to increase the impedance
values of routes and hence deter cyclists.

Environmental factors have received considerable attention in the
literature. Cyclists are generally attracted to routes which are exposed
to green space, or other attractive scenery (Fraser and Lock, 2011;
Winters et al., 2011; Van Holle et al., 2014; Zhao and Li, 2017). The
green space is experienced as an amenity which increases the utility of
the journey. Some disamenities which have been shown to have a ne-
gative effect on cycling are noise, pollution and proximity to traffic (Dill
and Gliebe, 2008; Sener et al., 2009; Fraser and Lock, 2011; Winters
et al., 2011; Caulfield et al., 2012). Perhaps because of the negative
externalities of traffic, cyclists usually prefer routes with low traffic
volumes (Sener et al., 2009; Hood et al., 2011; Broach et al., 2012).

One popular intervention to promote cycling is the construction of
cycling infrastructure. Such infrastructure may range from a demar-
cated lane to fully segregated infrastructure away from traffic. Cyclists
have been shown to prefer routes with cycling infrastructure (Dill and
Gliebe, 2008; Winters and Teschke, 2010; Fraser and Lock, 2011; Hood
et al., 2011; Winters et al., 2011; Broach et al., 2012; Caulfield et al.,
2012; Hankey et al., 2012; Caulfield, 2014). In general, the more seg-
regated the infrastructure is from traffic, the more it is preferred by
cyclists. For example, Wardman et al. (2007) found the presence of fully
segregated infrastructure had the greatest impact on whether someone
would choose to cycle, a finding supported by Gatersleben and
Appleton (2007). The beneficial effect of segregated infrastructure
seems to be particularly strong for female cyclists (Garrard et al., 2008).

The effect of infrastructure on attracting cyclists can be marked. For
example, Tilahun et al. (2007) found that cyclists may be willing to
extend their journey by up to 20min if it means having access to good-
quality cycling infrastructure. In a study of how cycling interventions
might be appraised/evaluated, Börjesson and Eliasson (2012) found
that cyclists put a higher value on travel time savings than people
travelling by other modes of transport.

As noted by Song et al. (2017), while good cycling infrastructure
may be necessary for encouraging non-cyclists to cycle, it is not likely to
be sufficient. There are other factors which policy makers are able to
influence which may have beneficial effects on cycling. Cyclists have
been shown to be attracted to areas with mixed land-use (Frank and
Pivo, 1994; Hankey et al., 2012; Zhao and Li, 2017). Population density
(Saelens et al., 2003), accessibility to jobs and services (Frank and Pivo,
1994; Kockelman, 1997), and proximity to the central business district
(CDB) have also been shown to encourage cycling (Hankey et al., 2012,
Caulfield, 2014). Routes with slower moving traffic, which may be the
result of lower speed limits, have also been shown to increase the at-
tractiveness of a route (Sener et al., 2009; Hood et al., 2011; Caulfield
et al., 2012; Caulfield, 2014). Parking policy can also play a role. Cy-
clists prefer streets without parking (Sener et al., 2009). Streets with
side parking have been shown to be the least preferred (Tilahun et al.,
2007).

In summary, several empirical studies have examined the important1 https://www.strava.com/heatmap.
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determinants of the level of cycling as well as route choices. However,
many studies utilised small samples that cover partial geographic areas.
To better understand how cyclists travel in a city, larger, more detailed
datasets are required.

3. Methodology

We take the City of Glasgow as our case study. Glasgow is Scotland's
largest city and has expended significant effort in recent years to en-
courage more cycling. As part of these efforts, substantial investments
have been made in cycling infrastructure. Much of this was connected
to the city's hosting of the Commonwealth Games in 2014. With more
investments currently being made, and more planned, it is important to
gain an understanding of how cyclists travel in the city and how they
might like to travel.

We utilise data collected from the Strava activity tracking app in
Scotland in 2016. We consider only commuting trips since our discus-
sion focusses on ways to reduce journey times. Such a discussion does
not make sense for leisure trips; particularly if they are round trips.
Commuting trips are identified in the Strava Metro data and can thus be
easily extracted.

The app is primarily used by cyclists and runners to capture their
activities. It is used around the world, which means that similar data to
the data employed in this paper is available globally. Strava collects and
aggregates the data before providing it to researchers2 as a product
called Strava Metro. The output of their aggregation comes in three
main components: origin/destination flows; road link activity counts;
and intersection information. The first two data sources are utilised in
this study. The pertinent features of the data are briefly outlined below.
The user guide provides further information about the structure of the
data (Strava, 2015).

Cyclists can choose whether they wish to log a cycle trip using the
app and upload it to Strava's server. For this reason, our dataset only
covers trips made by Strava-using cyclists when they choose to log the
trip. Users can also opt-out of having their data included in the Strava
Metro datasets. If the trip is made available for inclusion in the Strava
Metro data, then Strava processes the raw GPS trajectories into ag-
gregate data.

The first Strava Metro product we use is the origin/destination table
of trips. The output area where each trip started and ended is provided.
Output areas are the smallest census geography used in the UK. In
urban environments, the areas are small, making them useful for ana-
lysing details about trips in Glasgow. We retain only trips tagged as
commuting trips and then aggregate the table to get an annual origin/
destination matrix showing the flows between each pair of output areas
in Scotland. We choose to work with data for the whole of Scotland to
capture trips which may originate or terminate outside of Glasgow, but
which pass through it.

The GPS points gathered by Strava are map-matched onto a road
network before they are given to researchers as Strava Metro data. In
this case, the points were map-matched to the OpenStreetMap (OSM)
road network. Each link in the OSM data has the number of cyclists who
used the link in each minute of each day. Once more, we retain only
counts relating to commuters and then aggregate the data to get the
total annual commuting count for each link in the network.

Some demographic information is given by Strava as part of Strava
Metro about the sample, however this is only available for the whole
sample and not the sample of commuters. In Table 1, we present the
information for the full sample of users in and around Glasgow, stres-
sing that it includes both the cyclists we are interested in along with the
leisure cyclists.

Perhaps the most notable point is that the sample is dominated by
males. This is to be expected as according to the National Travel
Survey3 (NTS), 71% of cyclists are male. In our sample they make up
85%. This may be because the NTS covers all of England while we are
focussing on an urban area in Scotland. Only a small number of cyclists
(113) were captured in the corresponding Scottish Household Survey
travel diaries. We therefore present data from the rest of the UK as a
comparator. Observed differences may also be due to males being more
likely to use the app than females. Further research is needed to un-
derstand the users of Strava and their behaviour.

The average trip length, at 23 km, seems somewhat high. There are
a number of reasons why there may be outliers in the data. For ex-
ample, some Strava users may continue to track a journey once they
have left their bike and, for example, boarded a train. The most com-
petitive, active cyclists are perhaps also more likely to use Strava than
an average cyclist. The median figure looks more reasonable.
Unfortunately, we do not have access to trip distances for the com-
muting trips alone.

In this state, the data already gives valuable information about how
cyclists travel in the city. For example, it is possible to see which routes
are most used. While it is valuable to see where people have cycled, this
does not necessarily tell us much about which parts of the city people
avoid and which they are attracted to. For instance, an area may not
have many cyclists because people actively avoid it, or perhaps because
it doesn't connect popular origins and destinations. It is not possible to
see this in the raw data, however we suggest that it is possible to get
some additional information by comparing the actual routes chosen
with the routes which might have been chosen if the cyclists selected
routes to minimise travel distance. Such information would be useful
for planners developing cycling plans or when planning where to make
investments in infrastructure.

We generate this additional information by utilising the origin/
destination table and a simple traffic assignment model. The model
takes an origin/destination table and loads it onto a transport network
based on certain criteria. One of the simplest variants of the model is
the All-or-Nothing shortest route. This method finds the shortest route
between all origin and destination pairs, and then assigns the trips onto
the relevant road links. We calculated such a measure using the origin/
destination table provided by Strava and the OpenStreetMap road
network. We removed motorways from the road network since cyclists
cannot utilise these. We used popular transport planning software
(TransCAD)4 to build the OpenStreetMap data into a routable network
and to run the traffic assignment algorithm. Note that we are not trying
to predict the link flows (as would usually be the aim of a traffic as-
signment model) but are constructing a counterfactual where all

Table 1
Summary of the Strava data for the area in and around Glasgow.

Age (years) Male Female

< 20 847 207 Cyclists 15,292
25–34 2332 544 Trips 359,945
35–44 3316 456 Average distance (m) 23,296
45–54 2675 337 Median distance (m) 14,065
55–64 720 78 Average time (s) 4739
65–74 110 5 Median time (s) 2707
75–84 8 0 Average uploads 232
85–94 2 0
Unknown 3075 580
Total 13,085 2207

2 At the time of writing, the Strava data used in this paper is available upon
application from the Urban Big Data Centre at the University of Glasgow (www.
ubdc.ac.uk).

3 https://www.gov.uk/government/uploads/system/uploads/attachment_
data/file/577825/mode-use-2015-a-view-into-a-travel-week.pdf.

4 Although we use commercial software, open-source alternatives such as
AequilibraE for Python could also be used. See https://github.com/
AequilibraE/aequilibrae.
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cyclists took the shortest route. We use distance as our impedance
measure here as an example. The analysis could also be run for different
sorts of impedance measures such as a generalised travel cost. Turn
penalties could also be incorporated into the distance measure to ac-
count for cyclists preferring routes with fewer turns (Broach et al.,
2012). We use distance since this is an attribute which is available for
any location for which Strava data are available.

After running the traffic assignment model, we now have a road
network with two important attributes. Firstly, we know the total
number of Strava cyclists who used each road link in the year. We also
know how many people would have taken each link if all Strava cyclists
had taken the shortest route. This information can be presented in
different ways and can offer various insights about where cyclists cycle.
For example, we can look at the correspondence between cycling in-
frastructure and cycling patterns, or actual versus expected traffic in
different areas of the city. A diagrammatic summary of the data and
methods is presented in Fig. 1.

We intend that planners would use maps of the data to identify
anomalies and generate questions for further investigation. We select
two examples to show how crowdsourced cycling data can be utilised to
extract useful information about cycling patterns. We use Google Street
View images and local knowledge to explain why selected roads/areas
may be under or over-used. This can be seen as a quicker, less data-
hungry approach to constructing a traditional route choice model.

4. Results and discussion

As outlined above, one of the benefits of using Strava data is that it
shows which roads are popular with cyclists. In the top pane of Fig 2,
we see the city centre of Glasgow in the centre of the map with the
observed annual volume of commuters displayed on the road links. In
the bottom pane, we see the same map but showing the flows we would
expect to see if people had taken the shortest route between their origin
and destination. As expected, the maps show some similarities and it is
relatively easy to see that both are consistent with the same set of
journeys. For example, some of the major arterial routes are popular in
both maps. However, it is easy to see examples of where substitutions
have occurred e.g., where parallel links appear to be more used than we
would expect from the shortest route.

In the study area presented above, a total distance of 718,798 km
was travelled by commuters. If the shortest route had been selected,
then a distance of 716,907 km would have been travelled. This re-
presents a difference of 0.3%. This is substantially less than has been
found in other studies. For example, Broach et al. (2012) found that for

commute trips, people travelled on average 11% more than the shortest
path. This may be due to differing methodologies. For example, we
have data on the origins and destinations of trips at the level of output
area rather than the exact origin/destination. The differing geographic/
cultural context as well as our substantially larger sample size may also
explain some of the observed differences.

To add more context, we suggest presenting the data on the same
map rather than in two separate panes. We have not added a basemap
in the figures to increase their readability, however would suggest that
planners use a basemap when exploring the data to help add context.
We add an attribute to the road network which is the difference be-
tween the modelled flows and the observed flows. Fig. 3 shows dis-
proportionately popular routes (where observed minus modelled flows
≥0) as solid lines and disproportionately unpopular routes (where
observed flows minus modelled flows<0) as broken lines. The thick-
ness of the line corresponds to the size of the flows. The thinner the
lines, the closer the modelled and observed flows are to one another.
Classes are derived for both the popular and unpopular links using
Jenks' natural breaks as implemented in ESRI's ArcMap software. The
results are presented in Fig. 3.

One of the most dominant features of Fig. 3, which was also visible
in the map of observed flows, is the popularity of the links along the
north bank of the River Clyde (which runs through the centre of
Glasgow). As well as offering some degree of scenic value, the northern
route along the river has also been designated as a cycle route (which is
shared with pedestrians). Displaying the data in this way allows us to
have an indication of where these cyclists might otherwise have cycled.
Notice for instance the disproportionately unpopular links running one
block north of the route along the river; Argyle Street. If people were
minimising distance cycled, we would expect that street to have more
cyclists.

Argyle Street is soon due to be reconfigured as part of Glasgow City
Council's so-called Enabling Infrastructure – Integrated Public Realm
(EIIPR) programme (better known locally as the Avenues programme).
This is a £115 million investment in improving the public realm in the
city centre. Among the aims are introducing segregated cycle lanes and
increasing the space available to pedestrians and cyclists. It is hoped
this will increase cycling in the city. Our analysis suggests that there is
demand for using this street and that it could result in time savings for
cyclists. Several of the other routes due to be improved as part of the
avenues programme are also visibly underused according to our mea-
sure.

We now turn our attention to a qualitative discussion of some of the
other interesting features highlighted by the data. Two examples of the
sorts of analysis which could be done using the enhanced data are
presented.

4.1. Example 1

Fig. 4 shows part of the study area containing Paisley Road West
(highlighted). The traffic assignment model suggests that this should be
a popular street for cycling; note that it is directly connected to a
popular route. However, the observed flows are significantly lower. The
images collected from Google Street View (Fig. 5) for this location give
some hints as to why this may be the case.

A number of features identified in the literature review can be seen
in Fig. 5. In part a) of the figure note that there are bus stops on both
sides of the road. In the distance, traffic lights with a pedestrian
crossing can also be seen. We would expect these factors to have a
negative effect. On the positive side, there is mixed land-use and trees
nearby. In part b) of the figure we can see that there is parking on both
sides of the street. Note there is also a car waiting by the parked cars
which is obstructing part of the road. The presence of shops nearby may
be related to this.

There are other reasons why the road may be less popular. At the
start of the portion of the road we are looking at there is a road with a

Fig. 1. Summary of data and methods.
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cycle lane (Whitefield Road) running north towards the river which is
more popular than expected. It seems that cyclists choose to take this
even though it may add extra distance to their journeys.

4.2. Example 2

Our previous example and the literature suggest that cycling infra-
structure may be important in influencing where cyclists cycle. We
examined roads where cycling infrastructure exists. One such example
is Duke Street, highlighted in Fig. 6. While the route is used by cyclists,
it is less popular than would be expected. Taking an image from Google
Street View (Fig. 7) provides some clues as to why the route appears
less popular than expected.

The cycling infrastructure on Duke Street consists of a shared cycle/
bus lane which operates for only part of the day. Note in Fig. 7 that cars
are parked in both lanes leaving little room for cyclists. These factors
have been identified in the literature. We may also speculate that the

environment may be potentially problematic, for example there is a
derelict property on the right side of the image. Data from the Scottish
index of Multiple Deprivation (SIMD)5 shows this to be one of the most
deprived areas of Scotland. It is also an area with a high crime rate.
Some research has failed to find a link between cycling and crime
(Hood et al., 2011), but Izadpanahi et al. (2017) note that further re-
search is needed on this topic.

Importantly, this analysis does not mean that the road isn't used.
Our data shows that this is a road with many cyclists. However, our
augmented data shows that it is still not used as much as it should be
expected given its location. A conventional approach to evaluation may
consider the fact that the infrastructure is used as a sign of success,
however our approach suggests otherwise.

To gain a more comprehensive view of the role of cycle infra-
structure, we obtained information on the location of cycling

Fig. 2. Observed and modelled annual flows of cyclists in central Glasgow.

5 http://www.gov.scot/Topics/Statistics/SIMD.
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Fig. 3. Difference between observed flows and predicted flows.

Fig. 4. Paisley Road West.
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infrastructure from Glasgow City Council. This was manually matched
to the OpenStreetMap network. On links with cycling infrastructure, we
found that in total, 8.2% more distance was travelled than was expected
based on distance minimising behaviour. This suggests that people tend
to be attracted to these links even if they are not links which help to
minimise travel distance.

5. Conclusions and future work

New and novel forms of data present new challenges and opportu-
nities to planners and policy makers. In this paper, we use data from the
activity tracking app Strava to better understand how commuting

cyclists travel in Glasgow. The city has ambitious targets for cycling and
is investing large amounts of money in cycling infrastructure. This
makes it an interesting case and also increases the need for good quality
evidence of where cycling occurs and where it might occur.

Many studies using Strava data to analyse patterns of cycling look
only at observed flows. While this can reveal valuable insights, it
doesn't necessarily tell us where people would like to cycle; only where
they actually cycle. We suggest that one way to enhance the data is to
compare the Strava flows to the flows which would be observed if cy-
clists took the shortest route. The approach allows us to compare the
use of the network while controlling for the demand for travel between
the origins and destinations in the area. We have illustrated different

Fig. 5. Images of Paisley Road West from Google Street View.

Fig. 6. Duke Street is highlighted here. It has cycling infrastructure but appears to be less used than we would expect.
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ways in which this data could be visualised and analysed to support
decision making.

The data and approach have numerous advantages. Data from the
Strava app provide rich information about what cyclists do, where they
cycle from and to, which roads they use, and how long they wait at
junctions. The data is also available globally, which is particularly
useful for countries where other data on cycling are unavailable. One
key advantage of the method we propose is that it can be easily im-
plemented anywhere Strava data is available. It does not require any
additional data. The approach is also flexible. We use perhaps the
simplest assignment method to illustrate the approach i.e., shortest
path. However, any assignment method could be used with the results
being compared to the observed flows. The observed data could also be
used to calibrate a cycling route choice model.

There are potential limitations to the data. The cycling data is only
available for users who use the Strava app and track their journey. This
may introduce bias in terms of the cyclists we have data for and for the
trips that they make. It could be the case that certain types of people are
more likely to use the app than others; or that certain types of trips are
more likely to be logged than others. Cyclists who use Strava may be-
have systematically differently to other cyclists. However, as the
method works only using the Strava data, we are at least comparing like
with like.

There may also be some issues introduced with the way the Strava
data is produced. The process of attaching GPS points to road links
(map matching) is subject to error. Some trips may be incorrectly as-
signed to a road link. This is more likely to occur when roads are dense.
It is beyond the scope of this paper to enter into detailed evaluation of
the quality of the data. However, there is growing literature on how to
evaluate the quality of volunteered geographic information. For ex-
ample, Mocnik et al. (2018) develop and present an ontology of data
quality measures with examples of VGI. Senaratne et al. (2017) review
various quality measures and indicators for VGI.

Overall, we think that the data and proposed method provides more
advantages than disadvantages and can be a valuable tool for planners.
It can highlight successes and failures in the current network, help
appraise/evaluate interventions and raise new questions. Given the
current lack of data on cycling in many cities, this represents a step
forward.
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