
 

 
 

 

 

 

De Sole, A., Kac, V. G. and Valeri, D. (2018) A Lax type operator for quantum 

finite W-algebras. Selecta Mathematica - New Series, 24(5), pp. 4617-

4657. (doi:10.1007/s00029-018-0439-6) 

 

There may be differences between this version and the published version. You are 

advised to consult the publisher’s version if you wish to cite from it. 
 
 
 

http://eprints.gla.ac.uk/171844/ 
      

 
 
 
 
 
 

Deposited on: 23 October 2018 

 
 
 
 
 
 
 
 
 
 
Enlighten – Research publications by members of the University of Glasgow 

http://eprints.gla.ac.uk  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

http://dx.doi.org/10.1007/s00029-018-0439-6
http://dx.doi.org/10.1007/s00029-018-0439-6
http://eprints.gla.ac.uk/171844/
http://eprints.gla.ac.uk/171844/
http://eprints.gla.ac.uk/
http://eprints.gla.ac.uk/


A LAX TYPE OPERATOR FOR QUANTUM FINITE

W -ALGEBRAS

ALBERTO DE SOLE, VICTOR G. KAC, AND DANIELE VALERI

Abstract. For a reductive Lie algebra g, its nilpotent element f and its faith-
ful finite dimensional representation, we construct a Lax operator L(z) with

coefficients in the quantum finite W -algebra W (g, f). We show that for the

classical linear Lie algebras glN , slN , soN and spN , the operator L(z) satisfies
a generalized Yangian identity. The operator L(z) is a quantum finite analogue

of the operator of generalized Adler type which we recently introduced in the

classical affine setup. As in the latter case, L(z) is obtained as a generalized
quasideterminant.

Contents

1. Introduction 1
2. Dirac reduction and generalized quasideterminants in linear algebra 3
3. Review of finite W -algebras 5
4. The operator L(z) for the W -algebra W (g, f) 6
5. Proof of Theorem 4.9 11
6. W -algebras for classical Lie algebras and the (generalized) Yangian

identity 19
7. An example: rectangular nilpotent element 28
References 30

1. Introduction

In our previous paper [DSKV17], for any nilpotent N×N matrix f we introduced
the following r1 × r1 matrix with entries in U(g)((z−1)), where g = glN and r1 is
the multiplicity of the largest Jordan block of f :

L̃(z) =
∣∣z1N + f + π≤ 1

2
E +D

∣∣
I1J1

. (1.1)

Here E = (eji)
N
i,j=1, where {eij} is the standard basis of the Lie algebra glN , π≤ 1

2

is the projection on the ≤ 1
2 part of the adx-grading

g = ⊕j∈ 1
2Z
gj , (1.2)

associated to the sl2-triple (f, 2x, e), I1 ∈ MatN×r1 F, J1 ∈ Matr1×N F, D is a
certain N × N diagonal matrix over F, called the shift matrix, and |A|I1J1 =
(J1A

−1I1)−1 denotes the (I1, J1)-quasideterminant of the invertible N × N ma-
trix A (over a unital associative algebra), see [DSKV17, Sec.4.1-4.3] for details. A
discussion of generalized quasideterminants can be found in [DSKV17, Sec.2.2]. In
Section 2 of the present paper we give a coordinate free definition.

Key words and phrases. Quantum finite W-algebra, generalized quasideterminant, twisted
Yangians, operators of twisted Yangian type, Kazhdan filtration, Rees algebra.
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Let I be the left ideal of U(g) generated by the set {m − (f |m) |m ∈ g≥1},
where (· | ·) is the trace form on g, and let M = U(g)/I be the corresponding left
U(g)-module; it is also naturally a right g≥ 1

2
-module. Then, the subspace

W (g, f) = M
ad g≥ 1

2 ,

has a natural structure of a unital associative algebra induced from that of U(g),
which is called the quantum finite W -algebra associated to the nilpotent element f
of g.

Let

L(z) = L̃(z)1̄ ∈ Matr1×r1 M((z−1)) . (1.3)

The first main theorem of [DSKV17] (Theorem 4.2) states that the matrix L(z)
has entries with coefficients in W (g, f), and the second main theorem of [DSKV17]
(Theorem 4.3) states that L(z) is an operator of Yangian type for the algebra
W (g, f).

Recall that for a unital associative algebra R and a vector space V the Yangian
identity forA(z) ∈ R((z−1))⊗EndV is the following identity inR[[z−1, w−1]][z, w]⊗
EndV ⊗ EndV :

(z − w)[A(z), A(w)] = ΩV (A(w)⊗A(z)−A(z)⊗A(w)) , (1.4)

where ΩV ∈ EndV ⊗EndV is the operator of permutation of factors. This identity
appeared in the famous talk of Drinfeld [Dr86] in the definition of the Yangian of
glN . An operator A(z) satisfying identity (1.4) is called an operator of Yangian
type.

Note that the Yangian identity is the finite quantum counterpart of the Adler
identity from the theory of classical affine W -algebras, introduced in [DSKV15],
building on the work of Adler [Adl79], and developed in our papers [DSKV16a,
DSKV16b]. Note also that the mysterious shift matrix D is a purely quantum
effect, which does not appear in the classical situation.

The first main theorem of the present paper (Theorem 4.9) is a far reaching
generalization of the first main theorem of [DSKV17]. Namely, we replace glN by
an arbitrary reductive Lie algebra g, and the standard representation of glN in FN
by an arbitrary faithful representation ϕ of g in a finite dimensional vector space
V . We assume in addition that the trace form (· | ·)V is non-degenerate (which
automatically holds if g is semisimple). To these data and a nilpotent element

f of g, we associate an analogue of the operator L̃(z) defined by (1.1), and of the
operator L(z), defined by (1.3), by replacing the operators E andD by the operators
Eg,V and Dg,V defined as follows. Choose a basis {ui}i∈I of g compatible with the
grading (1.2), and let {ui}i∈I be the dual basis of g w.r.t. the trace form. Let

Eg,V =
∑
i∈I

ui ⊗ ϕ(ui) ∈ U(g)⊗ EndV , (1.5)

and

Dg,V = −
∑

i∈I,ui∈g≥1

ϕ(ui)ϕ(ui) ∈ EndV . (1.6)

Note that the shift operatorD of [DSKV17] was constructed by a rather complicated
combinatorial procedure, but it is easy to see that it coincides with DglN ,FN .

Theorem 4.9 states that the r1 × r1-matrix L(z) has entries with coefficients in
W (g, f), where r1 is the dimension of the ϕ(x)-eigenspace in V attached to the
maximal eigenvalue.

Unfortunately, an analogue of the second main theorem of [DSKV17] does not
appear to hold in such a generality. In fact, for the second main theorem we need
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to assume that g is one of the classical Lie algebras glN , slN , soN or spN , and ϕ is
its standard representation in FN .

We found that the Yangian identity (1.4) for glN , which also holds for slN , should
be generalized to the following (α, β, γ)-Yangian identity :

(z − w + αΩV )(A(z)⊗ 1V )(z + w + γ − βΩ†V )(1V ⊗A(w))

= (1V ⊗A(w))(z + w + γ − βΩ†V )(A(z)⊗ 1V )(z − w + αΩV ) ,
(1.7)

where α, β, γ ∈ F. Here, if β 6= 0, we assume that V is endowed with a non-

degenerate symmetric or skewsymmetric bilinear form, and Ω†V is obtained by tak-
ing the adjoint (w.r.t. this form) of the first factor in ΩV . Note that for α = 1,
β = γ = 0, identity (1.7) turns into (1.4), while for α = β = −1, γ = 0, it turns into
the RSRS presentation of the extended twisted Yangian of soN and spN , introduced
by Olshanski [Ols92], see also [Mol07].

Our second main theorem (Theorem 6.14) states that for g = glN , slN , soN or
spN , and V = FN , the operator L(z) satisfies the (α, β, γ)-Yangian identity with
(α, β, γ) = (1, 0, 0) for g = glN or slN , and (α, β, γ) = (1

2 ,
1
2 ,

ε−N+r1
2 ), where ε = +1,

(espectively −1), if g = soN (resp. spN ).
The classical affine analogues of both the main Theorems 4.9 and 6.14 have been

established in our recent paper [DSKV18]. These results led, in the context of
classical affine W -algebras, to a large class of integrable hierarchies of Hamiltonian
equations of Lax type, encompassing all Drinfeld-Sokolov hierarchies attached to
classical affine Lie algebras [DS85].

Throughout the paper the base field F is a field of characteristic zero.

Acknowledgments. We are grateful to the referee for careful reading of the paper, for
several corrections and various enlightening observations. The first author would
like to acknowledge the hospitality of MIT, where he was hosted during the spring
semester of 2017, when this project started. The second author would like to
acknowledge the hospitality of the University of Rome La Sapienza during his visit
in Rome in January 2017. The third author is grateful to the University of Rome
La Sapienza for its hospitality during his several visits in 2016 and 2017. All three
authors are extremely grateful to IHES for their kind hospitality during the summer
of 2017, when the paper was completed. The first author is supported by National
FIRB grant RBFR12RA9W, National PRIN grant 2015ZWST2C, and University
grant C26A158K8A, the second author was supported by an NSF grant.

2. Dirac reduction and generalized quasideterminants in linear
algebra

Let R be a unital associative algebra over F and let

χα : 0→ Uα
Ψα−→ Vα

Πα−→Wα → 0 , α = 1, 2 , (2.1)

be two short exact sequences of R-modules.

2.1. Dirac reduction. Let A : V1 → V2 be an R-module endomorphism. If the
following conditions are met:

(i) Im Ψ1 = Ker Π1 ⊂ KerA , (ii) ImA ⊂ Im Ψ2 = Ker Π2 , (2.2)
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then, we have the canonically induced R-module homomorphism Ā : W1 → U2

making the following diagram commute:

V1

Π1

��

A // V2

W1
Ā= Ψ−1

2 AΠ−1
1

// U2

Ψ2

OO
(2.3)

If, on the other hand, conditions (i) and (ii) are not met, we can still induce a well
defined R-module homomorphism W1 → U2, at the price of “Dirac modifying” the
endomorphism A. This can be done provided that

Π2AΨ1 : U1 −→W2 is an isomorphism . (2.4)

In this case, we define the Dirac modified R-module homomorphism

ADχ1,χ2
:= A−AΨ1(Π2AΨ1)−1Π2A ∈ HomR(V1, V2) . (2.5)

Lemma 2.1. Assume that condition (2.4) holds. Then, the Dirac modified homo-
morphism ADχ1,χ2

: V1 → V2 is well defined and it satisfies conditions (i) and (ii)
in (2.2). Hence, we get an induced R-module homomorphism

ĀDχ1,χ2
= Ψ−1

2

(
A−AΨ1(Π2AΨ1)−1Π2A

)
Π−1

1 : W1 → U2 , (2.6)

that we call the Dirac reduction of A w.r.t. the short exact sequences χ1 and χ2.

Proof. Conditions (i) and (ii) are equivalent, respectively, to the equations

ADχ1,χ2
Ψ1 = 0 and Π2A

D
χ1,χ2

= 0 ,

which can be immediately checked. �

Remark 2.2. Let V be a Poisson algebra. Recall that, given a set of elements
θ1, . . . , θr ∈ V (constraints) one defines the Dirac reduced Poisson algebra structure
on the algebra V/〈θi〉ri=1 by a well defined Poisson bracket

{f, g}D = {f, g} −
r∑

i,j=1

{f, θi}(S−1)ij{θj , g} , (2.7)

where S is the matrix with entries Sij = {θi, θj}, and is assumed to be invertible.
In terms of the corresponding Poisson structure H : V` → V` (` being the number
of independent variables) formula (2.7) becomes

HD(F ) = H(F )−
r∑

i,j=1

H(∇θi)(S−1)ij∇θj ·H(F ) , (2.8)

which is a special case of (2.5) (with the following data: V1 = V ⊗ V`; V2 = V`;
A(g⊗F ) = gH(F ); Ψ1 : Vr → V⊗V`,

(
gi
)r
i=1
7→
∑
i gi⊗∇θi; Π2 : V` → Vr, F →(

F · ∇θi
)r
i=1

). This is the reason for naming ĀDχ1,χ2
the “Dirac reduction” of A.

2.2. Generalized quasideterminant. The generalized quasideterminant of the
R-module homomorphism A : V1 → V2 with respect to the the maps Ψ2 and Π1 in
(2.1), is the R-module homomorphism (cf. [DSKV16a])

|A|Ψ2,Π1 :=
(
Π1A

−1Ψ2

)−1
: W1 → U2 , (2.9)

provided that it exists, i.e. provided that A : V1 → V2 is invertible, and that

Π1A
−1Ψ2 : U2 →W1 is invertible . (2.10)
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Remark 2.3. Recall that, given a square matrix A ∈ MatN×N R, its (i, j)-quasi-
determinant, if it exists, is defined as [GGRW05]

|A|ij =
(
(A−1)ji

)−1 ∈ R .
In [DSKV16a] we generalized this notion as follows: given rectangular matrices
I ∈ MatN×M F and J ∈ MatM×N F, the (I, J)-quasideterminant of A, if it exists,
is defined as

|A|IJ =
(
JA−1I

)−1 ∈ MatM×M R .

Obviously, (2.9) provides a further generalization of the notion of quasideterminant,
hence the name “generalized quasideterminant”.

2.3. Dirac reduction as a generalized quasideterminant.

Proposition 2.4. Suppose that the R-module homomorphism A : V1 → V2 is
invertible. Then, the Dirac reduction ĀDχ1,χ2

: W1 → U2 exists, i.e. (2.4) holds, if
and only if the generalized quasideterminant |A|Ψ2,Π1 : W1 → U2 exists, i.e. (2.10)
holds, and, in this case, they coincide: ĀDχ1,χ2

= |A|Ψ2,Π1
.

Proof. Since A is invertible, to say that Π2AΨ1 : U1 →W2 is invertible is equivalent
to the conditions

A(Im Ψ1) ∩ Im Ψ2 = 0 and V2 = A(Im Ψ1) + Im Ψ2 .

Applying A−1 to both these equalities, we get

A−1(Im Ψ2) ∩ Im Ψ1 = 0 and V1 = A−1(Im Ψ2) + Im Ψ1 ,

which is equivalent to saying that Π1A
−1Ψ2 : U2 → W1 is invertible. This proves

the first statement. We are left to prove the equation ĀDχ1,χ2
= |A|Ψ2,Π1

. By
definition, we have

Π1A
−1Ψ2Ā

D
χ1,χ2

= Π1A
−1Ψ2Ψ−1

2

(
A−AΨ1(Π2AΨ1)−1Π2A

)
Π−1

1

= Π1

(
1V −Ψ1(Π2AΨ1)−1Π2A

)
Π−1

1 = Π1Π−1
1 = 1W1

,

since Π1Ψ1 = 0. Hence, ĀDχ1,χ2
is a right inverse of Π1A

−1Ψ2. A similar computa-

tion shows that ĀDχ1,χ2
is a left inverse of Π1A

−1Ψ2 as well, proving the claim. �

3. Review of finite W -algebras

Let g be a reductive Lie algebra with a non-degenerate symmetric invariant bi-
linear form (· | ·). Let f ∈ g be a nilpotent element; by the Jacobson-Morozov
Theorem, it can be included in an sl2-triple {f, 2x, e} ⊂ g. We have the corre-
sponding adx-eigenspace decomposition

g =
⊕
k∈ 1

2Z

gk where gk =
{
a ∈ g

∣∣ [x, a] = ka
}
, (3.1)

so that f ∈ g−1, x ∈ g0 and e ∈ g1. We shall denote, for j ∈ 1
2Z, g≥j = ⊕k≥jgk,

and similarly g≤j .
A key role in the theory of W -algebras is played by the left ideal

J = U(g)
〈
m− (f |m)

〉
m∈g≥1

⊂ U(g) , (3.2)

and the corresponding left g-module

M = U(g)/J . (3.3)

We shall denote by 1̄ ∈M the image of 1 ∈ U(g) in the quotient space. Note that,
by definition, g1̄ = 0 if and only if g ∈ J .

Lemma 3.1 ([DSKV17, Lem.3.1]). (a) U(g)JU(g≥ 1
2
) ⊂ J .
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(b) The Lie algebra g acts on the module M by left multiplication, and its subalgebra
g≥ 1

2
acts on M both by left and by right multiplication (hence, also via adjoint

action).

Consider the subspace

W̃ :=
{
w ∈ U(g)

∣∣ [a,w]1̄ = 0 in M , for all a ∈ g≥ 1
2

}
⊂ U(g) . (3.4)

Lemma 3.2 ([DSKV17, Lem.3.2]). (a) J ⊂ W̃ .

(b) For h ∈ J and w ∈ W̃ , we have hw ∈ J .

(c) W̃ is a subalgebra of U(g).

(d) J is a (proper) two-sided ideal of W̃ .

Proposition 3.3 ([DSKV17, Prop.3.3]). The quotient

W (g, f) = M
ad g≥ 1

2 = W̃/J (3.5)

has a natural structure of a unital associative algebra, induced by that of U(g).

Definition 3.4. The finite W -algebra associated to the Lie algebra g and its nilpo-
tent element f is the algebra W (g, f) defined in (3.5).

4. The operator L(z) for the W -algebra W (g, f)

4.1. Setup and notation. As in Section 3, let g be a reductive Lie algebra, let
{f, 2x, e} ⊂ g be an sl2-triple and let (3.1) be the corresponding adx-eigenspace
decomposition.

Let ϕ : g → EndV be a faithful representation of g on the N -dimensional
vector space V . Throughout the paper we shall often use the following convention:
we denote by lowercase latin letters elements of the Lie algebra g, and by the
same uppercase letters the corresponding (via ϕ) elements of EndV . For example,
F = ϕ(f) is a nilpotent endomorphism of V . Moreover, X = ϕ(x) is a semisimple
endomorphism of V with half-integer eigenvalues. The corresponding X-eigenspace
decomposition of V is

V =
⊕
k∈ 1

2Z

V [k] . (4.1)

Let d
2 be the largest X-eigenvalue in V . We also have the corresponding adX-

eigenspace decomposition of EndV :

EndV =
⊕
k∈ 1

2Z

(EndV )[k] , (4.2)

which has largest eigenvalue d. We shall denote, for k ∈ 1
2Z, V [≥ k] = ⊕j≥kV [j],

and similarly V [> k], V [≤ k], V [< k]. Also, we shall denote (EndV )[≥ k] =
⊕j≥k(EndV )[j], and similarly for (EndV )[≤ k], etc.

We shall denote, for k ∈ 1
2Z, the maps

Ψk : V [k] ↪→ V and Πk : V � V [k] , (4.3)

where Ψk is the natural immersion and Πk is the projection w.r.t. the decomposition
(4.1). Similarly, we shall also denote

Ψ>k : V [> k] ↪→ V , Ψ<k : V [< k] ↪→ V ,

Π>k : V � V [> k] , Π<k : V � V [< k] .
(4.4)
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Using these maps, we can construct the short exact sequences

χ1 : 0→ V
[
> −d

2

] Ψ
>− d

2−→ V
Π− d

2−→ V
[
− d

2

]
,

χ2 : 0→ V
[d
2

] Ψ d
2−→ V

Π
<d

2−→ V
[
<
d

2

]
.

(4.5)

Recalling the adx-eigenspace decomposition (3.1) we shall denote, for k ∈ 1
2Z,

πk : g � gk , (4.6)

the projection w.r.t. (3.1), and similarly for the maps

π>k : g � g>k , π<k : g � g<k , π≥k : g � g≥k , π≤k : g � g≤k . (4.7)

We shall also denote, with a slight abuse of notation,

Πk : EndV � (EndV )[k] , (4.8)

the projection with respect to the adX-eigenspace decomposition (4.2), and simi-
larly for Π>k, Π<k, Π≥k, Π≤k.

Recall that the trace form on g associated to the representation V is, by defini-
tion,

(a|b) = trV (ϕ(a)ϕ(b)) , a, b ∈ g , (4.9)

and we assume that it is non-degenerate. Let {ui}i∈I be a basis of g compatible with
the adx-eigenspace decomposition (3.1), i.e. I = tkIk where {ui}i∈Ik is a basis of
gk. We also denote I≤ 1

2
= tk≤ 1

2
Ik, and similarly for I≤0, I≥ 1

2
, etc. Let {ui}i∈I

be the basis of g dual to {ui}i∈I with respect to the form (4.9), i.e. (ui|uj) = δi,j .
According to our convention, we denote by Ui = ϕ(ui) and U i = ϕ(ui), i ∈ I, the
corresponding endomorphisms of V .

Consider the following important element

U =
∑
i∈I

uiU
i ∈ g⊗ EndV . (4.10)

Here and further we are omitting the tensor product sign. Then we have, according
to the notation (4.6)-(4.8), the identities

πkU = Π−kU , π≥kU = Π≤−kU , . . . , (4.11)

where πk and π≥k act on the first factors of the tensor product g ⊗ EndV , while
Π−k and Π≤−k act on the second factors.

We shall denote by δ(a) the eigenvalue of adx on a (homogeneous) element a ∈ g,
i.e.

δ(a) = k if and only if a ∈ gk . (4.12)

Similarly, for an index i ∈ I, we shall denote

δ(i) = δ(ui) . (4.13)

Throughout the paper, we shall use the following convenient notation on summa-
tions (h, k ∈ 1

2Z): ∑
h≤δ(i)≤k

F (i) =
∑
h≤`≤k

∑
i∈I`

F (i) , (4.14)

where F (i) is any expression depending on the index i.
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4.2. The shift matrix. The following endomorphism of V (which we will call the
“shift matrix”) will play an important role in the paper:

D = −
∑
δ(i)≥1

U iUi ∈ (EndV )[0] , (4.15)

where we are using the notation (4.14). Note that, by definition, we have (cf. (4.3)):

Π d
2
D = 0 and DΨ d

2
= 0 . (4.16)

Remark 4.1. Note that D remains unchanged if we replace Ui by ϕ(vi), where {vi}
is any basis of g≥1, and we replace U i by ϕ(vi), where {vi} is the dual (w.r.t. the
trace form of g) basis of g≤−1. Moreover, D commutes with the action of ϕ(g0)
on V . In particular, D commutes with any Cartan subalgebra of g contained in
g0, and therefore it preserves the corresponding weight space decomposition of V .
However, as Example 4.7 below shows, D does not act necessarily as a scalar on
each weight space.

Example 4.2. Consider the Lie algebras glN or slN and their standard represen-
tation V = FN . In this case, it is not hard to compute the shift matrix D explicitly
(for example, by fixing the standard basis {Eij} of elementary matrices, and its
dual, w.r.t. the trace form, basis {Eji}, and assuming that the degree operator X
is diagonal). As a result, we get (both for glN and slN ):

D = −
∑
k∈ 1

2Z

dim(V [≥ k + 1])1V [k] , (4.17)

which is the same as the diagonal matrix defined in [DSKV17, Eq.(4.6)]. As a side
remark, taking the trace of both sides of (4.17), we get the following interesting
combinatorial identity:

dim(g≥1) =
∑
k

dim(V [k]) dim(V [≥ k + 1]) .

Example 4.3. Consider the Lie algebra soN and its standard representation V =
FN . With a similar computation as in Example 4.2 (for example, one can represent
the Lie algebra soN as the subalgebra of glN spanned by the matrices Fij = Eij −
EN+1−j,N+1−i, and take the basis {Fij}j<N+1−i, and the dual basis { 1

2Fji}), we
get

D = −1

2

∑
k∈ 1

2Z

dim(V [≥ k + 1])1V [k] +
1

2
1V [≤− 1

2 ] . (4.18)

Example 4.4. Consider the Lie algebra spN , for even N , and its standard repre-
sentation V = FN . The computation in this case is analogous to that of Example
4.3. In this case we take the basis Fij = Eij − (−1)i+jEN+1−j,N+1−i, and the
indices satisfy the inequality j ≤ N + 1− i. The result for the shift matrix in this
case is

D = −1

2

∑
k∈ 1

2Z

dim(V [≥ k + 1])1V [k] −
1

2
1V [≤− 1

2 ] . (4.19)

Remark 4.5. Note that (4.18) and (4.19) are, up to a scaling factor and adding an
overall constant, the same shifts that they get in [Br09] to describe the finite W -
algebras associated to the Lie algebras soN and spN and their rectangular nilpotent
elements corresponding to a partition of the form N = p+ · · ·+ p with p even (for
p odd the role of the shift matrix D and the shifts in [Br09] is different). Hence,
our results of Section 6 extend, in particular, the construction of [Br09] to arbitrary
nilpotent elements of soN and spN .
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Example 4.6. Consider the Lie algebra sl2 and its irreducible representation in
the N -dimensional vector space V . The action of sl2 in some basis of V is given by

F =

N−1∑
i=1

Ei+1,i , X =
1

2

N∑
i=1

(N + 1− 2i)Eii , E =

N−1∑
i=1

i(N − i)Ei,i+1 .

In this case, the shift matrix (4.15) is easily computed:

D = − 1

tr(FE)
FE = − 6

N3 −N

N∑
i=1

(i− 1)(N + 1− i)Eii .

Example 4.7. Let V = g be the adjoint representation of g and let f ∈ g be
a principal nilpotent element. In this case, g0 is a Cartan subalgebra of g, and
consider the corresponding root space decomposition g = g≤−1 ⊕ g0 ⊕ g≥1, with
g≥1 = ⊕α>0Feα and g≤−1 = ⊕α>0Fe−α. We may normalize the root vectors by
letting (eα|e−α) = 1. Then, we have

D(a) = −
∑
α>0

[e−α, [eα, a]] ,

for every a ∈ g. In particular, for h ∈ g0, we have

D(h) = −
∑
α>0

α(h)hα .

This shows that, even though D preserves the root space decomposition of g (hence
all the root vectors eα are its eigenvectors), it does not act as a scalar on g0.

4.3. The operator L(z). We introduce some important EndV -valued polynomials
in z, and Laurent series in z−1, with coefficients in U(g). The first one is (cf. (4.10))

A(z) = z1V + U = z1V +
∑
i∈I

uiU
i ∈ U(g)[z]⊗ End(V ) . (4.20)

Here and further, we drop the tensor product sign when writing an element of U ⊗
EndV (U being, in this case, the associative algebra U(g)[z]). Another important
operator is (keeping the same notation as in [DSKV17])

Aρ(z) = z1V + F + π≤ 1
2
U = z1V + F +

∑
i∈I≤ 1

2

uiU
i ∈ U(g)[z]⊗ EndV . (4.21)

There is a close connection between the operators A(z) and Aρ(z), which can be
described in terms of the U(g)-module M defined in (3.3). We extend, in the
obvious way, the left action of U(g) on the module M (3.3) to a left action of the
associative algebra U(g)[z]⊗ EndV on the module M [z]⊗ EndV . (Later we shall
also consider the further extension to a left action of U(g)((z−1)) ⊗ EndV on the
module M((z−1)) ⊗ EndV ). Applying (4.20) and (4.21) to 1̄ (= 1̄1V ), by (3.2),
(3.3) we get the following identity

A(z) 1̄ = Aρ(z) 1̄ ∈M [z]⊗ EndV .

Now we introduce the operator L(z). Consider the generalized quasideterminant
(cf. (2.9))

L̃(z) = |Aρ(z) +D|Ψ d
2
,Π− d

2

=
(

Π− d2

(
z1V + F + π≤ 1

2
U +D

)−1
Ψ d

2

)−1

, (4.22)

where Π− d2
and Ψ d

2
are defined in (4.3) and D is the “shift matrix” (4.15). We shall

prove that, if we view Aρ(z)+D as an element of the algebra U(g)((z−1))⊗EndV ,
then its generalized quasideterminant (4.22) exists, and it lies in U(g)((z−1)) ⊗
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Hom
(
V
[
− d

2

]
, V
[
d
2

])
. The matrix L(z) is defined as the image in the module

M((z−1))⊗Hom
(
V
[
− d

2

]
, V
[
d
2

])
of this quasideterminant:

L(z) = Lg,f,V (z) := L̃(z)1̄ . (4.23)

The main result of the present Section is that the entries of the coefficients of L(z)
actually lie in the W -algebra W (g, f) ⊂ M . This is stated in Theorem 4.9 below.
Before stating it, we prove, in Section 4.4, that the generalized quasideterminant

defining L̃(z) exists.

4.4. L̃(z) exists.

Proposition 4.8. (a) The operator Aρ(z)+D is invertible in U(g)((z−1))⊗EndV .
(b) The operator Π− d2

(Aρ(z) + D)−1Ψ d
2
∈ U(g)((z−1)) ⊗ Hom

(
V
[
d
2

]
, V
[
− d

2

])
is a Laurent series in z−1 of degree (=the largest power of z with non-zero
coefficient) equal to −d − 1, and with leading coefficient (−1)dΠ− d2

F dΨ d
2

. In

particular, it is invertible, with inverse in U(g)((z−1))⊗Hom
(
V
[
− d

2

]
, V
[
d
2

])
.

(c) Consequently, the quasideterminant defining L̃(z) (cf. (4.22)) exists and lies in
U(g)((z−1))⊗Hom

(
V
[
− d

2

]
, V
[
d
2

])
.

Proof. The operator Aρ(z)+D = z1V +F+π≤ 1
2
U+D is a polynomial in z of degree

1, with leading coefficient 1V . Hence it is invertible in the algebra U(g)((z−1)) ⊗
EndV , and its inverse can be computed by geometric series expansion:

(Aρ(z) +D)−1 =

∞∑
`=0

(−1)`z−`−1
(
F + π≤ 1

2
U +D

)`
. (4.24)

This proves part (a). Next, we prove part (b). We have, by (4.24),

Π− d2
(Aρ(z) +D)−1Ψ d

2
=

∞∑
`=0

(−1)`z−`−1Π− d2

(
F + π≤ 1

2
U +D

)`
Ψ d

2
. (4.25)

Note that F ∈ (EndV )[−1], U i ∈ (EndV )[≥ − 1
2 ] for every i ∈ I≤ 1

2
, and D ∈

(EndV )[0]. Since Im Ψ d
2

= V
[
d
2

]
and Ker Π− d2

= V
[
> −d2

]
, we have

Π− d2

(
F + π≤ 1

2
U +D

)`
Ψ d

2
= 0 for every 0 ≤ ` < d ,

and

Π− d2

(
F + π≤ 1

2
U +D

)d
Ψ d

2
= Π− d2

F dΨ d
2
.

Hence, by (4.25), Π− d2
(Aρ(z) + D)−1Ψ d

2
= (−1)dz−d−1Π− d2

F dΨ d
2
+ lower powers

of z. On the other hand, by representation theory of sl2, the map Π− d2
F dΨ d

2
:

V
[
d
2

]
→ V

[
− d

2

]
is invertible. Claim (b) follows. Claim (c) is an obvious conse-

quence of (a) and (b). �

4.5. The first Main Theorem.

Theorem 4.9. The entries of the coefficients of the operator L(z) defined in (4.23)
lie in the W -algebra W (g, f):

L(z) := |z1V +F +π≤ 1
2
U +D|Ψ d

2
,Π− d

2

1̄ ∈W (g, f)((z−1))⊗Hom
(
V
[
− d

2

]
, V
[d
2

])
.
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5. Proof of Theorem 4.9

We shall prove Theorem 4.9 in Section 5.7. Its proof will rely on the Main Lemma
5.5, which will be stated in Section 5.2 and proved in Sections 5.3-5.6. In order to
state (and prove) Lemma 5.5, though, we need to extend the action of U(g) on the
module M = U(g)/J to an action of the (completed) Rees algebra RU(g) (and its
extension R∞U(g)) on the corresponding (completed) Rees module RM . This is
the content of the next Section 5.1.

5.1. Preliminaries: the Kazhdan filtration of U(g), the Rees algebra RU(g),
its localization R∞U(g), and the Rees module RM . In the present section
we review, following [DSKV17, Sec.5], the construction of the (completed) Rees
algebra RU(g), its extension R∞U(g), and the (completed) Rees module RM .

First recall that, associated to the grading (3.1) of g, we have the Kazhdan
filtration of U(g),

FnU(g) =
∑

s−j1−···−js≤n

gj1 . . . gjs , n ∈ 1

2
Z . (5.1)

In other words, {FnU(g)}n∈ 1
2Z

is the increasing filtration of U(g) defined letting the

degree, called the conformal weight, of gj equal to 1−j. It has the following proper-
ties: F∆1

U(g)·F∆2
U(g) ⊂ F∆1+∆2

U(g), and [F∆1
U(g), F∆2

U(g)] ⊂ F∆1+∆2−1U(g).
Since m−(f |m) is homogeneous in conformal weight, the Kazhdan filtration induces
the increasing filtration of the left ideal J ⊂ U(g), given by

F∆J :=
(
F∆U(g)

)
∩ J =

∑
j≥1

(F∆+j−1U(g))
{
m− (f |m)

∣∣m ∈ gj
}
. (5.2)

Hence, we get the induced filtration of the quotient module M = U(g)/J ,

F∆M = F∆U(g)/F∆J , ∆ ∈ 1

2
Z .

Proposition 5.1 ([DSKV17, Sec.5.1]). (a) FnU(g) = δn,0F⊕FnJ for every n ≤ 0.
(b) FnM = δn,0F1̄ for every n ≤ 0.
(c) F0J ⊂ F0U(g) is a twosided ideal of codimension 1, and the corresponding

quotient map is the algebra homomorphism ε0 : F0U(g) → F given by the
following formula:

ε0
(∑

a1 . . . a`
)

=
∑

(f |a1) . . . (f |a`) . (5.3)

(d) The action of F0U(g) on F0M = F1̄ is induced by the map (5.3), i.e. u1̄ = ε(u)1̄
for every u ∈ F0U(g).

The (completed) Rees algebra RU(g) associated to the Kazhdan filtration is
defined as follows

RU(g) =
∑̂

n∈ 1
2Z
z−nFnU(g) ⊂ U(g)((z−

1
2 )) , (5.4)

where the completion is defined by allowing series with infinitely many negative
integer powers of z

1
2 . Note that F0U(g) ⊂ RU(g) is a subalgebra of the Rees algebra

(but, for n > 0, FnU(g) is not contained in RU(g)). Note also that z−
1
2 ∈ RU(g)

is a central element of the Rees algebra (but, for n > 0, zn does not lie in RU(g)).
We can consider the left ideal RJ of the Rees algebra RU(g), defined, with the
same notation as in (5.4), as

RJ =
∑̂

n∈ 1
2Z
z−nFnJ ⊂ J((z−

1
2 )) . (5.5)
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Taking the quotient of the Rees algebra RU(g) by its left ideal RJ we get the
corresponding Rees module

RM = RU(g)/RJ = F1̄⊕R−M , (5.6)

where

R−M =
∑̂

n≥ 1
2

z−nFnM ⊂ z− 1
2M [[z−

1
2 ]] (5.7)

is a submodule of codimension 1. Obviously, RM is a cyclic module over RU(g)
generated by the cyclic element 1̄.

Proposition 5.2 ([DSKV17, Sec.5.2-3]). (a) The map ε0 : F0U(g) → F defined
by (5.3) extends to an algebra homomorphism ε : RU(g)→ F given by

ε
(∑

n

anz
n
)

= ε0(a0) . (5.8)

(b) RJ · RM ⊂ z−1RM , and z−
1
2RM ⊂ R−M .

(c) The action of RU(g) on the quotient module RM/R−M = F1̄ is induced by
the map (5.8), i.e. a(z)1̄ ≡ ε(a(z))1̄ mod R−M for every a(z) ∈ RU(g).

(d) An element a(z) ∈ RU(g) acts as an invertible endomorphism of RM if and
only if ε(a(z)) 6= 0.

By Proposition 5.2(d), an element g(z) ∈ RU(g), with ε(g(z)) 6= 0, acts as an
invertible endomorphism of the Rees module RM . But, in general, the inverse of
g(z) does not necessarily exist in the Rees algebra, since its inverse may involve
infinitely many positive powers of z. We therefore localize the Rees algebra RU(g)
to its extension R∞U(g) with the property that all elements g(z) ∈ RU(g) such
that ε(g(z)) 6= 0 are invertible in R∞U(g). This is stated in the following:

Proposition 5.3 ([DSKV17, Sec.5.4]). There exists an algebra extension R∞U(g)
of the Rees algebra RU(g), satisfying the following properties:

(a) The map (5.8) extends to an algebra homomorphism ε : R∞U(g)→ F.
(b) The the left action of RU(g) on the Rees module RM extends to a left action

of R∞U(g) on RM , and R−M is preserved by this action.
(c) The action of R∞U(g) on the quotient module RM/R−M = F1̄ is induced by

the map ε in (a), i.e. α(z)1̄ ≡ ε(α(z))1̄ mod R−M for every α(z) ∈ R∞U(g).
(d) For every α(z) ∈ R∞U(g) and every integer N ≥ 0, there exist αN (z) ∈ RU(g)

such that (α(z)− αN (z)) · RM ⊂ z−N−1RM ;
(e) For an element α(z) ∈ R∞U(g), the following conditions are equivalent:

(i) α(z) is invertible in R∞U(g);
(ii) α(z) acts as an invertible endomorphism of RM ;

(iii) ε(α(z)) 6= 0.
(f) An operator A(z) ∈ R∞U(g)⊗Hom(V1, V2), where V1, V2 are vector spaces, is

invertible if and only if ε(A(z)) ∈ Hom(V1, V2) is invertible.

We shall also need to consider the Rees algebra of the W -algebra W (g, f) ⊂M ,
induced from M :

RW (g, f) =
∑̂

n≥0
z−nFnW (g, f) ⊂ RM , (5.9)

which is a subalgebra of the algebra W (g, f)[[z−
1
2 ]].

Proposition 5.4 ([DSKV17, Prop.5.14]). Let α(z) ∈ R∞U(g), g(z) ∈ RU(g) and
w(z) ∈ RM be such that α(z)1̄ = g(z)1̄ = w(z). Then, the following conditions are
equivalent:

(i) [a, α(z)]1̄ = 0 for all a ∈ g≥ 1
2
;

(ii) [a, g(z)]1̄ = 0 for all a ∈ g≥ 1
2
;

(iii) w(z) ∈ RW (g, f).
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5.2. Statement of the Main Lemma. Recalling the definition (5.4) of the Rees
algebra, we define the operators

z−∆U :=
∑
i∈I

zδ(i)−1uiU
i , π≤ 1

2
z−∆U :=

∑
δ(i)≤ 1

2

zδ(i)−1uiU
i ∈ RU(g)⊗ EndV ,

(5.10)
where δ(i) is as in (4.13), and for the second sum we are using the notation (4.14).
The Main Lemma, on which the proof of Theorem 4.9 is based, is the following:

Lemma 5.5. The generalized quasideterminant |1V + z−∆U |Ψ d
2
,Π− d

2

exists in the

space R∞U(g)⊗ Hom
(
V
[
− d

2

]
, V
[
d
2

])
, and the following identity holds in RM ⊗

Hom
(
V
[
− d

2

]
, V
[
d
2

])
:

|1V + z−∆U |Ψ d
2
,Π− d

2

1̄ = z−d−1|z1V + F + π≤ 1
2
U +D|Ψ d

2
,Π− d

2

1̄ . (5.11)

5.3. Step 1: Existence of the quasideterminant |1V + z−∆U |Ψ d
2
,Π− d

2

. Con-

sider the following semisimple endomorphism

zX =
∑
k∈ 1

2Z

zk1V [k] ∈ (EndV )[z±
1
2 ] , (5.12)

where 1V [k] := ΨkΠk ∈ EndV is the projection onto V [k] ⊂ V . It is clearly an

invertible element of the algebra F[z±
1
2 ]⊗EndV ⊂ U(g)((z−

1
2 ))⊗EndV . Its action

on V is given by

zX(v) = zkv for v ∈ V [k] ,

and its adjoint action on EndV is

z−XAzX = z−kA for A ∈ (EndV )[k] . (5.13)

Lemma 5.6. The following identity holds (in the algebra U(g)((z−
1
2 ))⊗ EndV ):

1V + z−∆U = z−1−X(z1V + U)zX . (5.14)

Proof. We have

z−1−XUzX = z−1
∑
i∈I

uiz
−XU izX =

∑
i∈I

zδ(i)−1uiU
i = z−∆U , (5.15)

where we used (5.13) for the second equality, and (5.10) for the last equality. �

Lemma 5.7. The operator 1V + z−∆U is invertible in RU(g)⊗ EndV .

Proof. Clearly, z1V + U is invertible, by geometric series expansion, in the alge-
bra U(g)((z−

1
2 )) ⊗ EndV . It follows by (5.14) that 1V + z−∆U is invertible in

U(g)((z−
1
2 ))⊗ EndV as well. We need to prove that the coefficients of the inverse

operator (1V + z−∆U)−1 actually lie in the Rees algebra RU(g). The inverse oper-
ator (1V + z−∆U)−1 is easily computed by (5.14) and geometric series expansion:

(1V + z−∆U)−1 = z1−X(z1V + U)−1zX =

∞∑
`=0

(−1)`z−`z−XU `zX

=

∞∑
`=0

(−1)`z−`
∑

i1,...,i`∈I
zδ(i1)+···+δ(i`)ui1 . . . ui`U

i1 . . . U i` ,

(5.16)

where we used, for the last equality, the notation (4.13) and equation (5.13). The
monomial ui1 . . . ui` ∈ U(g) has conformal weight

∆ = `− δ(i1)− · · · − δ(i`) .

Hence, the claim follows by (5.16) and the definition of the Rees algebraRU(g). �
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Lemma 5.8. Applying the homomorphism ε : RU(g) → F defined in (5.8) to the
entries of the operator Π− d2

(1V + z−∆U)−1Ψ d
2
∈ RU(g) ⊗ Hom

(
V
[
d
2

]
, V
[
− d

2

])
,

we get

ε
(
Π− d2

(1V + z−∆U)−1Ψ d
2

)
= (−1)dΠ− d2

F dΨ d
2
∈ Hom

(
V
[d
2

]
, V
[
− d

2

])
. (5.17)

Proof. Note that Π− d2
U i1 . . . U i`Ψ d

2
is zero unless δ(i1) + · · ·+ δ(i`) = d. Equation

(5.16) then gives

Π− d2
(1V + z−∆U)−1Ψ d

2
=

∞∑
`=0

(−1)`zd−`
∑

i1,...,i`∈I
ui1 . . . ui` Π− d2

U i1 . . . U i`Ψ d
2
.

(5.18)
Applying the map ε to both sides we get, by (5.8) and (5.3),

ε
(
Π− d2

(1V + z−∆U)−1Ψ d
2

)
= (−1)d

∑
i1,...,id∈I

(f |ui1) . . . (f |uid)Π− d2
U i1 . . . U idΨ d

2

= (−1)dΠ− d2
F dΨ d

2
,

as claimed. �

Lemma 5.9. The operator Π− d2
(1V +z−∆U)−1Ψ d

2
∈ RU(g)⊗Hom

(
V
[
d
2

]
, V
[
− d

2

])
has an inverse in R∞U(g)⊗Hom

(
V
[
− d

2

]
, V
[
d
2

])
.

Proof. It follows by Proposition 5.3(f) and Lemma 5.8, since, obviously, Π− d2
F dΨ d

2
:

V
[
d
2

]
→ V

[
− d

2

]
is bijective. �

Proposition 5.10. The quasideterminant |1V + z−∆U |Ψ d
2
,Π− d

2

exists and lies in

R∞U(g)⊗Hom
(
V
[
− d

2

]
, V
[
d
2

])
.

Proof. It is an immediate consequence of Lemmas 5.7 and 5.9. �

5.4. Step 2: Preliminary computations. Recall the definition (5.12) of the
matrix zX and its adjoint action (5.13). We have

z−XUzX = z1−∆U , z−Xπ≤ 1
2
UzX = π≤ 1

2
z1−∆U , z−XFzX = zF ,

z−X1V z
X = 1V , z−XDzX = D ,

(5.19)

from which we get the following identity:

z1V + F + π≤ 1
2
U +D = z1+X(1V + F + π≤ 1

2
z−∆U + z−1D)z−X . (5.20)

Taking the (Ψ d
2
,Π− d2

)-quasideterminant of both sides of (5.20) we get, by (2.9),

|z1V + F + π≤ 1
2
U +D|Ψ d

2
,Π− d

2

=
(
Π− d2

zX(1V + F + π≤ 1
2
z−∆U + z−1D)−1z−1−XΨ d

2

)−1

= z1+d
(
Π− d2

(1V + F + π≤ 1
2
z−∆U + z−1D)−1Ψ d

2

)−1

= z1+d|1V + F + π≤ 1
2
z−∆U + z−1D|Ψ d

2
,Π− d

2

,

(5.21)

since Π− d2
zX = z−

d
2 Π− d2

and z−XΨ d
2

= z−
d
2 Ψ d

2
. In view of (5.21), equation (5.11)

becomes

|1V + z−∆U |Ψ d
2
,Π− d

2

1̄ = |1V + F + π≤ 1
2
z−∆U + z−1D|Ψ d

2
,Π− d

2

1̄ , (5.22)

which we need to prove, in order to complete the proof of Lemma 5.5.
Let us compute the quasideterminants in the LHS and the RHS of equation

(5.22) applying Proposition 2.4, i.e. using formula (2.6) for the quasideterminants,
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with the short exact sequences χ1, χ2 in (4.5). For the quasideterminant in the
LHS, we have

|1V + z−∆U |Ψ d
2
,Π− d

2

= Ψ−1
d
2

(
1V + z−∆U

− (1V + z−∆U)Ψ>− d2

(
Π< d

2
(1V + z−∆U)Ψ>− d2

)−1
Π< d

2
(1V + z−∆U)

)
Π−1
− d2

.

(5.23)
We already know that the expression in the RHS is well defined, i.e. the operator
in parenthesis induces a well defined map from V

[
− d

2

]
to V

[
d
2

]
. Hence, we can

replace Ψ−1
d
2

and Π−1
− d2

in the RHS with Π d
2

and Ψ− d2
respectively (cf. (4.3)). Note

also that Π d
2
1V Ψ− d2

= 0 and Π d
2
z−∆UΨ− d2

= z−1−dΠ d
2
UΨ− d2

. Hence, we can

rewrite the RHS of (5.23) as

z−1−dΠ d
2
UΨ− d2

−Π d
2
(1V + z−∆U)Ψ>− d2

×
(
Π< d

2
(1V + z−∆U)Ψ>− d2

)−1
Π< d

2
(1V + z−∆U)Ψ− d2

.
(5.24)

Similarly, we use formula (2.6) to compute the quasideterminant in the RHS of
(5.22). We have

|1V + F + π≤ 1
2
z−∆U + z−1D|Ψ d

2
,Π− d

2

= Π d
2
(1V +F+π≤ 1

2
z−∆U+z−1D)Ψ− d2

−Π d
2
(1V +F+π≤ 1

2
z−∆U + z−1D)Ψ>− d2

×
(
Π< d

2
(1V +F+π≤ 1

2
z−∆U+z−1D)Ψ>−d2

)−1
Π< d

2
(1V +F+π≤ 1

2
z−∆U+z−1D)Ψ−d2

= z−1−dΠ d
2
UΨ− d2

−Π d
2
(1V + z−∆U)Ψ>− d2

×
(
Π< d

2
(1V +F+π≤ 1

2
z−∆U+z−1D)Ψ>− d2

)−1
Π< d

2
(1V +z−∆U+z−1D)Ψ− d2

,

(5.25)
where we used, for the second equality, equations (4.16) and the obvious identities
Π d

2
1V Ψ− d2

= 0, Π d
2
F = FΨ− d2

= 0, and

Π d
2
π≤ 1

2
z−∆UΨ− d2

= z−1−dΠ d
2
UΨ− d2

,

Π d
2
π≤ 1

2
z−∆U = Π d

2
z−∆U , π≤ 1

2
z−∆UΨ− d2

= z−∆UΨ− d2
.

In view of (5.24) and (5.25), in order to prove equation (5.22) it suffices to prove
the following equation(

Π< d
2
(1V + z−∆U)Ψ>− d2

)−1
Π< d

2
(1V + z−∆U)Ψ− d2

1̄

=
(
Π< d

2
(1V +F+π≤ 1

2
z−∆U+z−1D)Ψ>− d2

)−1
Π< d

2
(1V +z−∆U+z−1D)Ψ− d2

1̄ ,

(5.26)
which we are left to prove.

To simplify notation, we introduce the operators A,B ∈ RU(g) ⊗ Hom
(
V
[
>

−d2
]
, V
[
< d

2

])
and v, w ∈ RU(g)⊗Hom

(
V
[
− d

2

]
, V
[
< d

2

])
, defined as follows

A := Π< d
2
(1V + F + π≤ 1

2
z−∆U + z−1D)Ψ>− d2

,

B := Π< d
2
(1V + z−∆U)Ψ>− d2

−A

=
∑
δ(i)≥1

(z−∆ui − (f |ui)) Π< d
2
U iΨ>− d2

− z−1Π< d
2
DΨ>− d2

,

v := Π< d
2
(1V + z−∆U + z−1D)Ψ− d2

,

w := Π< d
2
(1V + z−∆U)Ψ− d2

− v = −z−1Π< d
2
DΨ− d2

,

(5.27)

where we use notation (cf. (4.13)):

z−∆ui = zδ(i)−1ui for i ∈ I .
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Using notation (5.27), equation (5.26) can be rewritten as follows

(A+B)−1(v + w)1̄ = A−1v1̄ ∈ RM ⊗Hom
(
V
[
− d

2

]
, V
[
> −d

2

])
. (5.28)

5.5. Step 3: the key computation. For every i ∈ I≥1, denote

Xi = (z−∆ui − (f |ui))A−1v1̄ ∈ RM ⊗Hom
(
V
[
− d

2

]
, V
[
> −d

2

])
. (5.29)

We also let Xi = 0 for i ∈ I≤ 1
2
.

Lemma 5.11. For every i ∈ I≥1 we have, in notation (4.14):

Xi + z−1
∑

1≤δ(j)≤δ(i)+ 1
2

A−1Π< d
2
[U j , Ui]Ψ>− d2

Xj

= −z−1Π>− d2
Ui
(
Ψ>− d2

A−1v −Ψ− d2

)
1̄

+ z−2A−1Π< d
2
[D,Ui]

(
Ψ>− d2

A−1v −Ψ− d2

)
1̄ .

(5.30)

Proof. Recall that (z−∆ui − (f |ui))1̄ = 0 in RM for every i ∈ I≥1. Hence,

Xi = −A−1[z−∆ui, A]A−1v1̄ +A−1[z−∆ui, v]1̄

= −
∑
j∈I≤ 1

2

A−1
[
z−∆ui, z

−∆uj
]
Π< d

2
U jΨ>− d2

A−1v1̄

+
∑
j∈I

A−1
[
z−∆ui, z

−∆uj
]
Π< d

2
U jΨ− d2

1̄ .

(5.31)

By the definition of conformal weight, we have[
z−∆ui, z

−∆uj
]

= z−1−∆[ui, uj ] .

Moreover, by the completeness relations, we have the identities (using notation
(4.14))∑

j∈I
[ui, uj ]U

j =
∑
j∈I

uj [U
j , Ui] and

∑
δ(j)≤ 1

2

[ui, uj ]U
j =

∑
δ(j)≤δ(i)+ 1

2

uj [U
j , Ui] .

Hence, (5.31) gives

Xi = −z−1
∑

δ(j)≤δ(i)+ 1
2

A−1(z−∆uj)Π< d
2

[
U j , Ui

]
Ψ>− d2

A−1v1̄

+ z−1
∑
j∈I

A−1(z−∆uj)Π< d
2

[
U j , Ui

]
Ψ− d2

1̄ .
(5.32)

Since, by assumption, i ∈ I≥1, we have ImUi ⊂ V
[
> −d2

]
and V

[
d
2

]
⊂ KerUi. As

a consequence, we have the following identities (cf. (4.3))

Ui = Ψ>− d2
Π>− d2

Ui and Ui = UiΨ< d
2
Π< d

2
. (5.33)

We can therefore rewrite (5.32) as follows

Xi = −z−1
∑

δ(j)≤δ(i)+ 1
2

A−1(z−∆uj)Π< d
2
U jΨ>− d2

Π>− d2
UiΨ>− d2

A−1v1̄

+ z−1
∑

δ(j)≤δ(i)+ 1
2

A−1(z−∆uj)Π< d
2
UiΨ< d

2
Π< d

2
U jΨ>− d2

A−1v1̄

+ z−1
∑
j∈I

A−1(z−∆uj)Π< d
2
U jΨ>− d2

Π>− d2
UiΨ− d2

1̄

− z−1
∑
j∈I

A−1(z−∆uj)Π< d
2
UiΨ< d

2
Π< d

2
U jΨ− d2

1̄ .

(5.34)



A LAX TYPE OPERATOR FOR QUANTUM FINITE W -ALGEBRAS 17

Recalling the definitions (5.27) of A and v, we have the following identities:∑
δ(j)≤δ(i)+ 1

2

(z−∆uj)Π< d
2
U jΨ>− d2

= A+
∑

1≤δ(j)≤δ(i)+ 1
2

(z−∆uj − (f |uj))Π< d
2
U jΨ>− d2

−Π< d
2
(1V + z−1D)Ψ>− d2

,∑
j∈I

(z−∆uj)Π< d
2
U jΨ>− d2

= A+
∑
δ(j)≥1

(z−∆uj − (f |uj))Π< d
2
U jΨ>− d2

−Π< d
2
(1V + z−1D)Ψ>− d2

,∑
j∈I

(z−∆uj)Π< d
2
U jΨ− d2

= v −Π< d
2
(1V + z−1D)Ψ− d2

.

Hence, the first term in the RHS of (5.34) can be rewritten as

− z−1
∑

1≤δ(j)≤δ(i)+ 1
2

A−1Π< d
2
U jUiΨ>− d2

Xj − z−1Π>− d2
UiΨ>− d2

A−1v1̄

+ z−1A−1Π< d
2
(1V + z−1D)UiΨ>− d2

A−1v1̄ ,

(5.35)

the second term in the RHS of (5.34) becomes

+ z−1
∑

1≤δ(j)≤δ(i)+ 1
2

A−1Π< d
2
UiU

jΨ>− d2
Xj + z−1A−1Π< d

2
UiΨ< d

2
v1̄

− z−1A−1Π< d
2
Ui(1V + z−1D)Ψ>− d2

A−1v1̄ ,

(5.36)

the third term in the RHS of (5.34) becomes

z−1Π>− d2
UiΨ− d2

1̄− z−1A−1Π< d
2
(1V + z−1D)UiΨ− d2

1̄ , (5.37)

and the last term in the RHS of (5.34) becomes

− z−1A−1Π< d
2
UiΨ< d

2
v1̄ + z−1A−1Π< d

2
Ui(1V + z−1D)Ψ− d2

1̄ . (5.38)

Combining (5.35)-(5.38), we get (5.30). �

Lemma 5.12. The unique solution of equation (5.30) is (for i ∈ I≥1):

Xi = −z−1Π>− d2
Ui
(
Ψ>− d2

A−1v −Ψ− d2

)
1̄ . (5.39)

Proof. First, we prove that (5.39) solves equation (5.30). Note that the first term
in the LHS of (5.30) equals, by (5.39), the first term in the RHS of (5.30). We
hence need to prove that the second terms in the LHS and RHS of (5.30) coincide:

− z−2
∑

1≤δ(j)≤δ(i)+ 1
2

A−1Π< d
2
[U j , Ui]Ψ>− d2

Π>− d2
Uj
(
Ψ>− d2

A−1v −Ψ− d2

)
1̄

= z−2A−1Π< d
2
[D,Ui]

(
Ψ>− d2

A−1v −Ψ− d2

)
1̄ .

(5.40)
Recalling the first equation of (5.33), equation (5.40) is established once we prove
the following identity: ∑

1≤δ(j)≤δ(i)+ 1
2

[U j , Ui]Uj = −[D,Ui] . (5.41)

By the definition (4.15) of the shift matrix D and the Leibniz rule, we have

− [D,Ui] =
∑
δ(j)≥1

(
[U j , Ui]Uj + U j [Uj , Ui]

)
. (5.42)
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On the other hand, by the duality of the bases {Uj}, {U j} and the invariance of
the trace form, we have∑

δ(j)≥1

U j [Uj , Ui] =
∑
δ(j)≥1

∑
k∈I

([Uj , Ui]|Uk)U jUk =

−
∑

δ(k)≥δ(i)+1

∑
j∈I

(Uj |[Uk, Ui])U jUk = −
∑

δ(k)≥δ(i)+1

[Uk, Ui]Uk .
(5.43)

Combining (5.42) and (5.43), we get equation (5.41).
The uniqueness of the solution of equation (5.30) is clear. Indeed, equation (5.30)

has the matrix form (1 + z−1M)X = Y , where X is the column vector (Xi)δ(i)≥1,

with entries in the vector space V = RM ⊗ Hom
(
V
[
− d

2

]
, V
[
> −d2

])
, Y is the

analogous column vector defined by the RHS of (5.30), and M is some matrix with
entries in RU(g)⊗Hom

(
V
[
> −d2

]
, V
[
> −d2

])
, which is an algebra acting on the

vector space V . But then the matrix 1+ z−1M can be inverted by geometric series
expansion. �

Corollary 5.13. We have (recall notation (5.27))

BA−1v1̄ = w1̄ . (5.44)

Proof. By the definitions (5.27) of B, the definition (5.29) of Xi and its formula
(5.39), we have

BA−1v1̄ =
∑
δ(i)≥1

Π< d
2
U iΨ>− d2

Xi − z−1Π< d
2
DΨ>− d2

A−1v1̄

=−z−1
∑
δ(i)≥1

Π< d
2
U iΨ>− d2

Π>− d2
Ui
(
Ψ>− d2

A−1v−Ψ− d2

)
1̄−z−1Π< d

2
DΨ>− d2

A−1v1̄

= z−1Π< d
2
D
(
Ψ>− d2

A−1v −Ψ− d2

)
1̄− z−1Π< d

2
DΨ>− d2

A−1v1̄

= −z−1Π< d
2
DΨ− d2

1̄ = w1̄ ,

(5.45)
where, for the third equality, we used (5.33) and the definition (4.15) of the shift
matrix D. �

5.6. Step 4: proof of Equation (5.28). The operators A,B in (5.27) lie in
RU(g)⊗Hom

(
V
[
> −d2

]
, V
[
< d

2

])
, and, by the definition of B and the definition

(5.8) of the homomorphism ε : RU(g)→ F, we have ε(B) = 0 (where ε here is act-
ing on the first factor of the tensor product RU(g)⊗ Hom

(
V
[
> −d2

]
, V
[
< d

2

])
).

It then follows by Proposition 5.3(f) that

1V [< d
2 ] +BA−1

is an invertible element of R∞U(g)⊗End
(
V
[
< d

2

])
. Moreover, by Corollary 5.13,

we have

(1 +BA−1)v1̄ = (v + w)1̄ .

We then have:

A−1v1̄ = A−1(1 +BA−1)−1(1 +BA−1)v1̄ = (A+B)−1(v + w)1̄ .

�
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5.7. Proof of Theorem 4.9. The proof is similar to the proof of the analogous
result for classical affine W -algebras, presented in [DSKV18, Sec.4]. By the Main
Lemma 5.5, the operator |1V +z−∆U |Ψ d

2
,Π− d

2

is an invertible element of R∞U(g)⊗
Hom

(
V
[
− d

2

]
, V
[
d
2

])
, and equation (5.11) holds. Hence, in view of Proposition 5.4,

Theorem 4.9 holds provided that[
a, |1V + z−∆U |Ψ d

2
,Π− d

2

]
1̄ = 0 for all a ∈ g≥ 1

2
. (5.46)

By the invertibility of |1V + z−∆U |Ψ d
2
,Π− d

2

in order to prove equation (5.46) it

suffices to prove that [
a,
(
|1V + z−∆U |Ψ d

2
,Π− d

2

)−1]
= 0 . (5.47)

By the definition of (2.9) of generalized quasideterminant, we have[
a,
(
|1V + z−∆U |Ψ d

2
,Π− d

2

)−1]
= Π− d2

[
a, (1V + z−∆U)−1

]
Ψ d

2

= −Π− d2
(1V + z−∆U)−1

[
a, z−∆U

]
(1V + z−∆U)−1Ψ d

2
.

(5.48)

Recalling the definition (5.10) of the operator z−∆U , we have[
a, z−∆U

]
=
∑
i∈I

zδ(i)−1[a, ui]U
i =

∑
i,k∈I

zδ(i)−1([a, ui]|uk)ukU
i

=
∑
i,k∈I

zδ(k)−δ(a)−1(ui|[uk, a])ukU
i = z−δ(a)

∑
k∈I

zδ(k)−1uk[Uk, ϕ(a)]

= z−δ(a)[z−∆U,ϕ(a)] = z−δ(a)[1V + z−∆U,ϕ(a)] .

(5.49)

Using (5.49), we can rewrite the RHS of (5.48) as

− z−δ(a)Π− d2
(1V + z−∆U)−1[1V + z−∆U,ϕ(a)](1V + z−∆U)−1Ψ d

2

= −z−δ(a)Π− d2
ϕ(a)(1V + z−∆U)−1Ψ d

2
+ z−δ(a)Π− d2

(1V + z−∆U)−1ϕ(a)Ψ d
2
,

(5.50)
Since, by assumption, a ∈ g≥ 1

2
, we have ϕ(a) ∈ (EndV )[≥ 1

2 ], and therefore

Π− d2
ϕ(a) = 0, ϕ(a)Ψ d

2
= 0. Hence, the RHS of (5.50) vanishes, proving (5.47).

�

6. W -algebras for classical Lie algebras and the (generalized)
Yangian identity

6.1. Preliminaries from linear algebra. We review here some linear algebra
results which were discussed in [DSKV18] and which will be needed in the sequel.

Given a vector space V of dimension N , we denote by ΩV ∈ EndV ⊗EndV the
permutation map:

ΩV (v1 ⊗ v2) = v2 ⊗ v1 for all v1, v2 ∈ V . (6.1)

We shall sometimes write ΩV = Ω′V ⊗Ω′′V to denote, as usual, a sum of monomials

in EndV ⊗EndV . In fact, we can write an explicit formula: Ω =
∑N
i,j=1Eij ⊗Eji,

where Eij is the “standard” basis of EndV consisting of elementary matrices w.r.t.
any basis of V (obviously, Ω does not depend on the choice of this basis).

Lemma 6.1 ([DSKV18, Lem.5.1]). Let U and W be vector spaces, and let A,B ∈
U →W be linear maps. We have

ΩW (A⊗B) = (B ⊗A)ΩU (6.2)
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Let U and W be M -dimensional vector spaces and let 〈· | ·〉 : W × U → F be a
non-degenerate pairing between them. Let {uk}Mk=1 be a basis of U and let {wk}Mk=1

be the dual basis of W with respect to 〈· | ·〉: 〈wk|uh〉 = δh,k for all h, k = 1, . . . ,M .
Recall that we have the following completeness relations:

M∑
k=1

〈wk|u〉uk = u ,

M∑
k=1

〈w|uk〉wk = w for all u ∈ U, w ∈W . (6.3)

For A ∈ EndU , B ∈ EndW , C ∈ Hom(U,W ), D ∈ Hom(W,U), we define their
adjoints (with respect to 〈· | ·〉) A† ∈ EndW , B† ∈ EndU , C† ∈ Hom(U,W ),
D† ∈ Hom(W,U), by the formulas (u, u1 ∈ U , w,w1 ∈W )

〈A†(w)|u〉 = 〈w|A(u)〉 , 〈w|B†(u)〉 = 〈B(w)|u〉 ,

〈C†(u1)|u〉 = 〈C(u)|u1〉 , 〈w|D†(w1)〉 = 〈w1|D(w)〉 .
(6.4)

Moreover, it follows from the completeness relations (6.3) and the above definition
(6.4) of adjoints, that

M∑
k=1

wk ⊗A(uk) =

M∑
k=1

A†(wk)⊗ uk ,
M∑
k=1

B(wk)⊗ uk =

M∑
k=1

wk ⊗B†(uk) ,

M∑
k=1

wk ⊗ C(uk) =

M∑
k=1

C†(uk)⊗ wk ,
M∑
k=1

D(wk)⊗ uk =

M∑
k=1

uk ⊗D†(wk) .

(6.5)

We shall denote by Ω†1U (resp. Ω†2U ) the element of EndW ⊗EndU (resp. EndU ⊗
EndW ) obtained taking the adjoint on the first (resp. second) factor of ΩU . Simi-

larly, for Ω†1W ∈ EndU ⊗ EndW and Ω†2W ∈ EndW ⊗ EndU .

Lemma 6.2. (a) We have Ω†2U = Ω†1W = Ω†U,W , where

Ω†U,W (u⊗ w) := 〈w|u〉
M∑
k=1

uk ⊗ wk , u ∈ U, w ∈W . (6.6)

Simlarly, we have Ω†1U = Ω†2W = Ω†W,U , where

Ω†W,U (w ⊗ u) := 〈w|u〉
M∑
k=1

wk ⊗ uk , u ∈ U, w ∈W . (6.7)

(b) For every A ∈ EndU , we have

(A⊗ 1W )Ω†U,W = (1U ⊗A†)Ω†U,W , Ω†U,W (A⊗ 1W ) = Ω†U,W (1U ⊗A†) ,

(A† ⊗ 1U )Ω†W,U = (1W ⊗A)Ω†W,U , Ω†W,U (A† ⊗ 1U ) = Ω†W,U (1W ⊗A) .
(6.8)

Proof. If we apply Ω†2U to u⊗w ∈ U⊗W and pair the result with w1⊗u1 ∈W ⊗U ,
we get

〈w1|Ω′U (u)〉〈(Ω′′U )†(w)|u1〉 = 〈w1|Ω′U (u)〉〈w|Ω′′U (u1)〉 = 〈w1|u1〉〈w|u〉 ,

which is the same result that we get by applying the RHS of (6.6) to u ⊗ w and

pairing it with w1 ⊗ u1. This proves that Ω†2U = Ω†U,W . Similar computations show

the remaining identities of part (a).
The four equations (6.8) are equivalent to

(A1 ⊗ 1W )Ω†U,W (A2 ⊗ 1W ) = (1U ⊗A†1)Ω†U,W (1U ⊗A†2) ,

(A†1 ⊗ 1U )Ω†W,U (A†2 ⊗ 1U ) = (1W ⊗A1)Ω†W,U (1W ⊗A2) ,
(6.9)
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where A1, A2 ∈ EndU . If we apply the LHS of the first equation in (6.9) to
u⊗ w ∈ U ⊗W , we get, by (6.6),

(A1 ⊗ 1W )Ω†U,W (A2(u)⊗ w) = 〈w|A2(u)〉
M∑
k=1

A1(uk)⊗ wk . (6.10)

On the other hand, if we apply the RHS of the first equation in (6.9) to u⊗w, we
get

(1U ⊗A†1)Ω†U,W (u⊗A†2(w)) = 〈A†2(w)|u〉
M∑
k=1

uk ⊗A†1(wk) ,

which is the same as (6.10) by the definition (6.4) of adjoint and the first identity
of (6.5). Similarly for the second equality in (6.9). �

Let V be a vector space of dimension N , with a non-degenerate bilinear form
〈· | ·〉 : V × V → F, which is symmetric or skewsymmetric:

〈v1|v2〉 = ε〈v2|v1〉 , v1, v2 ∈ V , where ε ∈ {±1} . (6.11)

Let {vk}Nk=1 and {vk}Nk=1 be dual bases of V , i.e. 〈vk|vh〉 = ε〈vk|vh〉 = δh,k. Let A†

be the adjoint of A ∈ EndV , i.e. 〈v1|A†(v2)〉 = 〈A(v1)|v2〉, v1, v2 ∈ V (cf. (6.4)).
By Lemma 6.2 we have

Lemma 6.3. (a) Ω†1V = Ω†2V =: Ω†V , where

Ω†V (v1 ⊗ v2) := 〈v1|v2〉
N∑
k=1

vk ⊗ vk . (6.12)

(b) For every A ∈ EndV , we have

(A⊗ 1V )Ω†V = (1V ⊗A†)Ω†V , Ω†V (A⊗ 1V ) = Ω†V (1V ⊗A†) , (6.13)

Proof. It is the same as Lemma 6.2 in the special case U = W = V . �

Let U and W be vector spaces and let Ψ : U ↪→ V be an injective linear map,
and Π : V �W be a surjective linear map, with the property that

Im Ψ = (Ker Π)⊥ w.r.t. 〈· | ·〉 . (6.14)

Then, we have an induced non-degenerate pairing 〈· | ·〉ΨΠ : W × U → F given by

〈w|u〉ΨΠ := 〈Π−1(w)|Ψ(u)〉 , u ∈ U, w ∈W . (6.15)

Lemma 6.4. For A ∈ EndV , we have

(ΠAΨ)† = εΠA†Ψ ∈ Hom(U,W ) ,

where † in the LHS is w.r.t. the pairing (6.15) between U and W (cf. the third
equation in (6.4)), while in the RHS is w.r.t. the bilinear form 〈· | ·〉 of V .

Proof. By the definition (6.15) of 〈· | ·〉ΨΠ, and the symmetry condition (6.11), we
have

〈(ΠAΨ)†(u1)|u2〉ΨΠ = 〈ΠAΨ(u2)|u1〉ΨΠ = 〈AΨ(u2)|Ψ(u1)〉 = 〈Ψ(u2)|A†Ψ(u1)〉

= ε〈A†Ψ(u1)|Ψ(u2)〉 = ε〈ΠA†Ψ(u1)|u2〉ΨΠ .

�
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Lemma 6.5. If {vk}Nk=1, {vk}Nk=1 and {uh}Mh=1, {wh}Mh=1 are dual bases as above,
we have:

M∑
h=1

wh ⊗Ψ(uh) =

N∑
k=1

Π(vk)⊗ vk ∈W ⊗ V ,

M∑
h=1

Ψ(uh)⊗ wh = ε

N∑
k=1

vk ⊗Π(vk) ∈ V ⊗W .

(6.16)

Proof. Pairing the LHS and the RHS of the first equation in (6.16) with u ⊗ v ∈
U ⊗ V , we get, by the completeness identity (6.3),

M∑
h=1

〈wh|u〉ΨΠ〈Ψ(uh)|v〉 = 〈Ψ(u)|v〉 ,

and
N∑
k=1

〈Π(vk)|u〉ΨΠ〈vk|v〉 = ε〈Π(v)|u〉ΨΠ = ε〈v|Ψ(u)〉 = 〈Ψ(u)|v〉 ,

proving the first equation in (6.16). Similarly, if we pair both sides of the second
equation in (6.16) with v ⊗ u ∈ V ⊗ U , we get

M∑
h=1

〈Ψ(uh)|v〉〈wh|u〉ΨΠ = 〈Ψ(u)|v〉 ,

and

ε

N∑
k=1

〈vk|v〉〈Π(vk)|u〉ΨΠ = ε〈Π(v)|u〉ΨΠ = ε〈v|Ψ(u)〉 = 〈Ψ(u)|v〉 .

�

Lemma 6.6. The following identity holds in Hom(V,W )⊗Hom(U, V ):

(Π⊗ 1V )Ω†V (1V ⊗Ψ) = (1W ⊗Ψ)Ω†W,U (Π⊗ 1U ) , (6.17)

and the following identity holds in Hom(U, V )⊗Hom(V,W ):

(1V ⊗Π)Ω†V (Ψ⊗ 1V ) = (Ψ⊗ 1W )Ω†U,W (1U ⊗Π) . (6.18)

Proof. If we apply the LHS of (6.17) to v ⊗ u ∈ V ⊗ U , we get

〈v|Ψ(u)〉
N∑
k=1

Π(vk)⊗ vk ,

while if we apply the RHS of (6.17) to v ⊗ u, we get

〈Π(v)|u〉ΨΠ
M∑
h=1

wh ⊗Ψ(uh) .

Hence, equation (6.17) follows by the definition (6.15) of the pairing 〈· | ·〉ΨΠ and by
the first equation in (6.16). Next, if we apply the LHS of (6.18) to u⊗ v ∈ U ⊗ V ,
we get

〈Ψ(u)|v〉
N∑
k=1

vk ⊗Π(vk) ,

while, if we apply the RHS of (6.18) to u⊗ v, we get

〈Π(v)|u〉ΨΠ
M∑
h=1

Ψ(uh)⊗ wh .
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Equation (6.18) follows by the definition (6.15) of the pairing 〈· | ·〉ΨΠ and by the
second equation in (6.16). �

6.2. The generalized Yangian identity. Let α, β, γ ∈ F. Let R be a unital
associative algebra, and let U,W be M -dimensional vector spaces. For β 6= 0, we
also assume, as in Section 6.1, that U and W are endowed with a non-degenerate
pairing 〈· | ·〉 : W ×U → F. As usual, when denoting an element of R⊗Hom(W,U)
or of R ⊗ Hom(W,U) ⊗ Hom(W,U), we omit the tensor product sign on the first
factor, i.e. we treat elements of R as scalars.

Definition 6.7. The generalized (α, β, γ)-Yangian identity for A(z) ∈ R((z−1))⊗
Hom(W,U) is the following identity, holding in R[[z−1, w−1]][z, w]⊗Hom(W,U)⊗
Hom(W,U):

(z − w + αΩU )(A(z)⊗ 1U )(z + w + γ − βΩ†W,U )(1W ⊗A(w))

= (1U ⊗A(w))(z + w + γ − βΩ†U,W )(A(z)⊗ 1W )(z − w + αΩW ) .
(6.19)

A special case is when A ∈ R((z−1)) ⊗ End(V ), where the vector space V is
endowed with a non-degenerate bilinear form 〈· | ·〉 if β 6= 0, which we assume to be
symmetric or skewsymmetric, and we let ε = +1 and −1 respectively. In this case,
the generalized Yangian identity for A(z) reads

(z − w + αΩV )(A(z)⊗ 1V )(z + w + γ − βΩ†V )(1V ⊗A(w))

= (1V ⊗A(w))(z + w + γ − βΩ†V )(A(z)⊗ 1V )(z − w + αΩV ) .
(6.20)

Using lemmas 6.1 and 6.2(b), equation (6.20) can be equivalently rewritten in terms
of the following formula for the commutator [A(z), A(w)] := (A(z) ⊗ 1V )(1V ⊗
A(w))− (1V ⊗A(w))(A(z)⊗ 1V ):

[A(z), A(w)]

=
α

z − w
ΩV
(
A(w)⊗A(z)−A(z)⊗A(w)

)
− β

z+w+γ

(
(1V ⊗A(w))Ω†V (A(z)⊗1V )− (A(z)⊗1V )Ω†V (1V ⊗A(w))

)
− εαβ

(z−w)(z+w+γ)

(
(1V ⊗A(w))Ω†V (1V ⊗A(z))− (1V ⊗A(z))Ω†V (1V ⊗A(w))

)
,

(6.21)

where we used the identities (cf. (6.1) and (6.12)) ΩV Ω†V = Ω†V ΩV = εΩ†V .

Remark 6.8. For γ = 0, after rescaling α = ~ᾱ and β = ~β̄, we can take the classical
limit ~→ 0. The corresponding Poisson bracket {· , ·} = lim~→0

1
~ [· , ·] satisfies:

{A(z), A(w)}

=
α

z − w
ΩV
(
A(w)⊗A(z)−A(z)⊗A(w)

)
− β

z+w

(
(1V ⊗A(w))Ω†V (A(z)⊗1V )− (A(z)⊗1V )Ω†V (1V ⊗A(w))

)
.

This equation is the “finite” analogue of the generalized Adler identity introduced
in [DSKV18].

Remark 6.9. In the special case α = 1, β = γ = 0, equation (6.20) coincides with the
so called RTT presentation of the Yangian of gl(V ), cf. [Mol07, DSKV17]. (In fact,
Molev’s presentation corresponds to the choice α = −1, β = γ = 0, which we think
is less natural.) Moreover, in the special case α = β = 1

2 , γ = 0, equation (6.20)
coincides with the so called RSRS presentation of the extended twisted Yangian
of g = so(V ) or sp(V ), depending whether ε = +1 or −1, cf. [Mol07]. (In fact,
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Molev’s presentation corresponds to the choice α = β = −1, γ = 0, which we
think is less natural.) Hence, if A(z) ∈ R((z−1)) ⊗ EndV satisfies the generalized
( 1

2 ,
1
2 , 0)-Yangian identity we automatically have an algebra homomorphism from

the extended twisted Yangian X(g) to the algebra R. If, moreover, A(z) satisfies
the symmetry condition (required in the definition of twisted Yangian in [Mol07])

A†(−z)− εA(z) = −A(z)−A(−z)
4z

,

then we have an algebra homomorphism from the twisted Yangian Y (g) to the
algebra R.

6.3. The generalized Yangian identity satisfied by the matrix A(z). As
in Section 4, let g be a reductive Lie algebra, let ϕ : g → EndV be a faithful
representation on the N -dimensional vector space V , and let (· | ·) be the associated
trace form (4.9) of g, which we assume to be non-degenerate. We denote

Ωg
V =

∑
i∈I

Ui ⊗ U i ∈ EndV ⊗ EndV , (6.22)

where, as in Section 4.1, we let {ui}, {ui} be dual bases of g, and {Ui}, {U i} denote
the corresponding images in EndV . Note that, for g = glN and V = FN , we have
Ωg
V = ΩV , for g = slN and V = FN , we have Ωg

V = ΩV − 1
N 1V ⊗ 1V , while for

g = soN or spN and V = FN , we have Ωg
V = 1

2 (ΩV − Ω†V ) [DSKV18].

Consider the operator A(z) = z1V +
∑
i∈I uiU

i ∈ U(g)[z]⊗ EndV (cf. (4.20)).

Lemma 6.10. (a) [A(z), A(w)] =
∑
i∈I ui[1V ⊗ U i,Ω

g
V ].

(b) ΩV
z−w

(
A(w)⊗A(z)−A(z)⊗A(w)

)
=
∑
i∈I ui[1V ⊗ U i,ΩV ].

(c) (1V ⊗ A(w))
Ω†V
z+w (A(z)⊗ 1V )− (A(z)⊗ 1V )

Ω†V
z+w (1V ⊗ A(w)) =

∑
i∈I ui[1V ⊗

U i,Ω†V ].

(d) (1V ⊗ A(w))
Ω†V
z−w (1V ⊗ A(z))− (1V ⊗ A(z))

Ω†V
z−w (1V ⊗ A(w)) =

∑
i∈I ui[1V ⊗

U i,Ω†V ].

Proof. We have

[A(z), A(w)] =
∑
i,j∈I

[ui, uj ]U
i ⊗ U j =

∑
i,k∈I

ukU
i ⊗ [Uk, Ui] =

∑
k∈I

uk[1V ⊗ Uk,Ωg
V ] ,

proving claim (a). Next, we have, by (6.2)

ΩV
z − w

(
A(w)⊗A(z)−A(z)⊗A(w)

)
=
∑
i∈I

uiΩV (U i ⊗ 1V − 1V ⊗ U i)

=
∑
i∈I

ui[1V ⊗ U i,ΩV ] ,

proving claim (b). For claim (c) we have

(1V ⊗A(w))
Ω†V
z + w

(A(z)⊗ 1V )− (A(z)⊗ 1V )
Ω†V
z + w

(1V ⊗A(w))

=
1

z + w

∑
i∈I

ui

(
wΩ†V (U i ⊗ 1V ) + z(1V ⊗ U i)Ω†V

− zΩ†V (1V ⊗ U i)− w(U i ⊗ 1V )Ω†V

)
=
∑
i∈I

ui[1V ⊗ U i,Ω†V ] ,

where, for the second equality, we used Lemma 6.3(b) and the fact that (U i)† =
−U i. Finally, we prove claim (d). By Lemma 6.3(b) and the obvious identity
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A†(z) = −A(−z), we have

(1V ⊗A(w))
Ω†V
z − w

(1V ⊗A(z))− (1V ⊗A(z))
Ω†V
z − w

(1V ⊗A(w))

= −(1V ⊗A(w))
Ω†V
z − w

(A(−z)⊗ 1V ) + (A(−z)⊗ 1V )
Ω†V
z − w

(1V ⊗A(w)) .

Hence, claim (d) follows by claim (c), replacing z by −z. �

Proposition 6.11. Let g be one of the classical Lie algebras glN , slN , soN or
spN , and let V = FN be its standard representation (endowed, in the cases of soN
and spN , with a non-degenerate symmetric or skewsymmetric bilinear form, respec-
tively). Then, the operator A(z) = z1V +

∑
i∈I uiU

i ∈ U(g)[z]⊗EndV satisfies the
generalized Yangian identity (6.20), where α, β, γ are given by the following table:

g V α β γ

glN or slN FN 1 0 0

soN or spN FN 1
2

1
2

ε
2

(6.23)

Proof. Recall that the generalized Yangian identity (6.20) is equivalent to equation
(6.21). By Lemma 6.10(a), the LHS of equation (6.21) is∑

i∈I
ui[1V ⊗ U i,Ωg

V ] ,

while, by Lemma 6.10(b), (c) and (d), the RHS of equation (6.21) is∑
i∈I

ui
[
1V ⊗ U i, αΩV −

(
1 +

εα− γ
z + w + γ

)
βΩ†V

]
.

The claim follows. �

Remark 6.12. We can rescale the values of α and β and let γ = 0 at the price of ap-
plying an affine transformation z 7→ az+b (cf. Proposition 6.13(a)). For example, in
[Mol07, Sec.2.2] they consider the operator S(z) satisfying the (−1,−1, 0)-Yangian
(=twisted Yangian) identity, which should thus correspond to A(− z2 −

ε
4 ). (But we

think that this choice is less natural.)

6.4. The generalized Yangian identity and generalized quasideterminants.

Proposition 6.13. (a) If A(z) ∈ R((z−1)) ⊗ Hom(W,U) satisfies the (α, β, γ)-

Yangian identity (6.19), then A(az+b) satisfies the (αa ,
β
a ,

γ+2b
a )-Yangian iden-

tity, where a, b ∈ F, a 6= 0.
(b) Suppose that A(z) ∈ R((z−1))⊗End(V ) satisfies the (α, β, γ)-Yangian identity

(6.20). Let Ψ : U ↪→ V and Π : V � W be linear maps satisfying, for
β 6= 0, condition (6.14). Then ΠA(z)Ψ ∈ R((z−1)) ⊗ Hom(U,W ) satisfies the
(α, β, γ)-Yangian identity (6.19) (with U and W exchanged).

(c) Suppose that A(z) ∈ R((z−1))⊗Hom(U,W ) satisfies the (α, β, γ)-Yangian iden-
tity (6.19) (with U and W exchanged), and assume that the inverse A−1(z) ex-
ists in R((z−1))⊗Hom(W,U). Then A−1(z) satisfies the (−α,−β, γ−β dimU)-
Yangian identity.

(d) Suppose that A(z) ∈ R((z−1)) ⊗ End(V ) satisfies the (α, β, γ)-Yangian iden-
tity (6.20). Let Ψ : U ↪→ V and Π : V � W be linear maps satisfying,
for β 6= 0, condition (6.14). Assume that the quasideterminant |A(z)|Ψ,Π ∈
R((z−1))⊗Hom(W,U) (defined by (2.9)) exists. Then, |A(az+ b)|Ψ,Π satisfies

the (αa ,
β
a ,

γ−β(dimV−dimU)+2b
a )-Yangian identity.
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Proof. Claim (a) is obtained by replacing z by az + b and w by aw+ b in equation
(6.19). For claim (b), let us compose the LHS of equation (6.20) on the left by
Π⊗Π and on the right by Ψ⊗Ψ. As a result we get, by Lemma 6.1 and the second
equation in Lemma 6.6,

(Π⊗Π)(z − w + αΩV )(A(z)⊗ 1V )(z + w + γ − βΩ†V )(1V ⊗A(w))(Ψ⊗Ψ)

= (z − w + αΩW )(Π⊗Π)(A(z)⊗ 1V )(z + w + γ − βΩ†V )(1V ⊗A(w))(Ψ⊗Ψ)

= (z−w+αΩW )(ΠA(z)⊗1W )(1V ⊗Π)(z+w+γ−βΩ†V )(Ψ⊗1V )(1U⊗A(w)Ψ)

= (z−w+αΩW )(ΠA(z)⊗1W)(Ψ⊗1W)(z+w+γ−βΩ†U,W )(1U⊗Π)(1U⊗A(w)Ψ)

= (z − w + αΩW )(ΠA(z)Ψ⊗ 1W )(z + w + γ − βΩ†U,W )(1U ⊗ΠA(w)Ψ) ,

(6.24)
which is the LHS of the (α, β, γ)-Yangian identity (6.19) (with U and W exchanged)
for ΠA(z)Ψ. Similarly for the RHS. This proves claim (b). Next, let us prove claim
(c). Since Ω2

V = 1, we have

(z − w + αΩV )−1 =
z − w − αΩV
(z − w)2 − α2

.

Moreover, since (Ω†U,W )2 = (dimU)Ω†U,W and (Ω†W,U )2 = (dimU)Ω†W,U (cf. (6.6)–

(6.7)), we have

(z + w + γ − βΩ†U,W )−1 =
z + w + γ − β dimU + βΩ†U,W

(z + w + γ)(z + w + γ − β dimU)
,

and similarly

(z + w + γ − βΩ†W,U )−1 =
z + w + γ − β dimU + βΩ†W,U

(z + w + γ)(z + w + γ − β dimU)
.

Claim (c) then follows by taking the inverse of both sides of equation (6.19). Finally,
claim (d) is a consequence of (a), (b) and (c). �

6.5. The second Main Theorem.

Theorem 6.14. Let g be one of the classical Lie algebras glN , slN , soN or spN ,
and let V = FN be its standard representation (endowed, in the cases of soN and
spN , with a non-degenerate symmetric or skewsymmetric bilinear form, respec-
tively, and we let ε = +1 or −1 respectively). Given an sl2-triple (f, h = 2x, e)
in g, consider the quantum finite W -algebra W (g, f) and the operator L(z) ∈
W (g, f)((z−1))⊗Hom

(
V
[
− d

2

]
, V
[
d
2

])
defined by (4.22)-(4.23) (cf. Theorem 4.9).

Then, L(z) satisfies the generalized Yangian identity (6.19) with the values of α, β, γ
as in the following Table:

g V α β γ

glN or slN FN 1 0 0

soN or spN FN 1
2

1
2

ε−dimV+dimV [ d2 ]

2

(6.25)

Proof. By Proposition 6.11, A(z) = z1V +
∑
i∈I uiU

i ∈ U(g)[z] ⊗ EndV satisfies
the generalized Yangian identity (6.20) with α, β, γ as in Table (6.23). It then
follows by Lemma 5.6 and the fact that the Yangian identity is graded, that also
1V + z−∆U ∈ RU(g) ⊗ EndV satisfies the generalized Yangian identity with the
same values of α, β, γ. Hence, by Proposition 5.10 and Proposition 6.13(d), |1V +
z−∆U |Ψ d

2
,Π− d

2

∈ R∞U(g) ⊗ Hom(V [−d2 ], V [d2 ]) satisfies the generalized Yangian

identity (6.19) with α, β, γ as in Table (6.25). Recall that the associative product
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of the W -algebra W (g, f) is induced by the product of U(g) ⊂ R∞U(g). Recall also
that, by Lemma 5.5, L(z) = zd+1|1V +z−∆U |Ψ d

2
,Π− d

2

1̄. Hence, applying both sides

of the generalized Yangian identity for |1V + z−∆U |Ψ d
2
,Π− d

2

to 1̄, and multiplying

them by zd+1wd+1. we get the generalized Yangian identity (with the same values
of α, β and γ) for L(z) ∈W (g, f)((z−1))⊗Hom(V [−d2 ], V [d2 ]). �

Remark 6.15. Recall that, by Remark 6.9, the Yangian Y (glN ) is defined by the
generalized Yangian identity for α = 1, β = γ = 0 [Dr86]. We then automatically
have by Theorem 6.14 an algebra homomorphism Y (gln) → W (glN , f), where
N = dimV and n = dim(V [d2 ]), mapping T (z) 7→ L(z). (For this, we need to

fix a linear isomorphism V [−d2 ] ' V [d2 ].)
Next, let g = soN or spN and ε = ±1 (+1 for soN and −1 for spN ). Fix also

an isomorphism V [−d2 ] ' V [d2 ], so that the pairing between them induces a non-

degenerate symmetric or skewsymmetric bilinear form on V [d2 ], and let ḡ = son or

spn according to the parity of this bilinear form (as before, n = dim(V [d2 ])). By Re-
mark 6.9, the extended twisted Yangian X(ḡ) [Mol07] is defined by the generalized
Yangian identity for α = β = 1

2 , γ = 0. Hence, by Theorem 6.14 and Proposition
6.13(a), we get an algebra homomorphism X(ḡ)→W (g, f), mapping

S(z) 7→ L
(
z +

N − n− ε
4

)
.

(Or, for the less natural choice α = β = −1, γ = 0 of [Mol07], S(z) 7→ L
(
− z

2 +
N−n−ε

4

)
.)

Remark 6.16. For g = soN or spN , the operator A(z) = z1V +
∑
i∈I uiU

i ∈
U(g)[z]⊗EndV satisfies the skewadjointness condition A†(−z) = −A(z). Hence, by
Lemma 5.5 and Lemma 6.4 the operator L(z) ∈W (g, f)((z−1))⊗Hom(V [−d2 ], V [d2 ])
satisfies the skewadjointness condition

L†(−z) = −εL(z) .

The adjointness property of the “shifted” operator L
(
z + N−n−ε

4

)
is more com-

plicated, which is reflecting the (more complicated) adjointness property of the
operator S(z) defining the twisted Yangian of soN or spN [Mol07].

Remark 6.17. Let p = (pr11 , . . . , p
rs
s ) be a partition of N , with p1 > p2 > · · · > ps,

and let r = r1 + · · · + rs. Consider the finite W -algebra W (glN , f), where f is a
nilpotent element of glN associated to the partition p. In [BK06], Brundan and
Kleshchev define a surjective homomorphism

κ : Y (glr, σ) → W (glN , f) . (6.26)

from the shifted Yangian Y (glr, σ) to W (glN , f). Recall from [BK06] that the
shifted Yangian Y (glr, σ) is generated by the coefficients of the entries of matrices
Di(z) ∈ Matri×ri Y (glr, σ)[[z−1]], i = 1, . . . , s, Ei(z) ∈ Matri+1×ri Y (glr, σ)[[z−1]],
i = 1, . . . , s − 1, and Fi(z) ∈ Matri×ri+1

Y (glr, σ)[[z−1]], i = 1, . . . , s − 1, subject

to certain commutation relations. Then, once we identify V [−d2 ] and V [d2 ] (and fix
bases), we have [Fed17, DSFV18]

L(z) = −(−z)p1κ(D1(z)) ,

where L(z) ∈ Matr1×r1 W (glN , f)((z−1)) is the matrix constructed in Section 4. As
a consequence, the homomorphism Y (glr1)→W (glN , f) described in Remark 6.15
is the restriction of the homomorphism (6.26) to the subalgebra Y (glr1) ⊂ Y (glr, σ)
corresponding to D1(z). (We thank the anonymous referee of [DSKV17] for raising
this question.)
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7. An example: rectangular nilpotent element

Let N ≥ 2 be an integer and consider the partition (p, p, . . . , p) of N , consisting of
r equal parts of size p, so that N = rp. Let I = {(i, h) ∈ Z2

+ | 1 ≤ i ≤ r, 1 ≤ h ≤ p},
and consider the vector space

V =
⊕

(i,h)∈I

Fv(ih)
∼= FN .

The Lie algebra g = gl(V ) ∼= glN has a basis consisting of elementary matrices
e(i,h)(j,k), where (i, h), (j, k) ∈ I (and we denote by E(i,h)(j,k), where (i, h), (j, k) ∈
I, the same basis when viewed as an element of End(V )).

For any (i, h) ∈ I, we define (i, h)′ = (r + 1 − i, p + 1 − h) ∈ I. Moreover, we
define ε(i,h) ∈ {±1}, (i, h) ∈ I, as in one of the following two cases:

Case 1: For every N ≥ 2, we let

ε(i,h) = (−1)h+(i−1)p , (i, h) ∈ I . (7.1)

Case 2: For N = 2n, n ≥ 1, we let

ε(i,h) =

{
(−1)h+(i−1)p , 1 ≤ h+ (i− 1)p ≤ n ,
(−1)1−h+(r+1−i)p , n+ 1 ≤ h+ (i− 1)p ≤ N .

(7.2)

We define a non-degenerate bilinear form on V as follows:

〈v(i,h)|v(j,k)〉 = −ε(i,h)δ(i,h),(j,k)′ , (i, h), (j, k) ∈ I . (7.3)

It is immediate to check from (7.1) and (7.2) that we have

〈v|w〉 = ε〈w|v〉 , v, w ∈ V ,
where ε = 1 if we assume ε(i,h) as in Case 2 or as in Case 1 for odd N , and ε = −1
if we assume ε(i,h) as in Case 1 for even N .

Let A† denote the adjoint of A ∈ EndV with respect to (7.3). Explicitly, in
terms of elementary matrices, it is given by:

(E(i,h)(j,k))
† = ε(i,h)ε(j,k)E(j,k)′(i,h)′ . (7.4)

Let

gεN = {A ∈ EndV |A† = −A} =

{
soN , ε = 1 ,
spN , ε = −1 .

For (i, h), (j, k) ∈ I we define

F(i,h),(j,k) = E(i,h),(j,k) − ε(i,h)ε(j,k)E(j,k)′,(i,h)′
(

= −F †(i,h),(j,k)

)
. (7.5)

The following commutation relations hold ((i, h), (j, k), (α, β), (γ, δ) ∈ I):

[F(i,h),(j,k), F(α,β),(γ,δ)] = δ(j,k),(α,β)F(i,h)(γ,δ) − δ(γ,δ),(i,h)F(α,β),(j,k)

− ε(i,h)ε(j,k)δ(i,h)′(α,β)F(j,k)′(γ,δ) + ε(i,h)ε(j,k)δ(γ,δ)(j,h)′F(α,β)(i,h)′ .
(7.6)

By (7.5) the following elements form a basis of gεN
1

1 + δ(i,h),(j,k)′
f(i,h),(j,k) :=

1

1 + δ(i,h),(j,k)′
(e(i,h),(j,k) − ε(i,h)ε(j,k)e(j,k)′,(i,h)′) ,

where (i, h), (j, k) ∈ I, and

I =

{ {
(i, h), (j, k)

∣∣ (1, 1) ≤ (i, h) ≤ (r, p), (1, 1) ≤ (j, k) ≤ (i, h)′
}

if ε = −1{
(i, h), (j, k)

∣∣ (1, 1) ≤ (i, h) ≤ (r, p), (1, 1) ≤ (j, k) < (i, h)′
}

if ε = 1 .

(We are ordering the indices (i, h) ∈ I lexicographically.) Its dual basis, with
respect to the trace form (4.9), is{1

2
f(j,k),(i,h) | (i, h), (j, k) ∈ I

}
.
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To the partition (p, . . . , p) we associate the element

f =

r∑
i=1

p−1∑
h=1

e(i,h+1),(i,h) ,

which is a nilpotent element of gεN under the restriction, for ε = 1, that r is even if
p is even. We can include f in the following sl2-triple {e, h = 2x, f} ⊂ gεN , where:

x =
∑

(i,h)∈I

1

2
(p+ 1− 2h)e(i,h),(i,h) , e =

r∑
i=1

p−1∑
h=1

h(p− h)e(i,h),(i,h+1) . (7.7)

From equation (7.7) it follows that the largest adx-eigenvalue is d = p−1 and that

V [
d

2
] =

r⊕
i=1

Fv(i,1) , V [−d
2

] =

r⊕
i=1

Fv(i,p) .

Let vi = v(i,1), for i = 1, . . . , r, and let us identify V [−d2 ]
∼→ V [d2 ] via v(i,p) 7→

vi. Then, the pairing 〈·|·〉Ψ d
2

Π− d
2 associated to the maps Ψ d

2
: V [d2 ] ↪→ V and

Π− d2
: V � V [−d2 ] (see (6.15)) gives a non-degenerate bilinear form on V [d2 ].

Using equations (6.15) and (7.3), in terms of the basis vectors of V [d2 ] it reads
(i, j = 1, . . . , r)

〈vi|vj〉
Ψ d

2
Π d

2 := 〈v(ip)|v(j1)〉 = −ε(i,p)δ(i,p)(j,1)′ . (7.8)

By equations (7.3) and (7.1)-(7.2) we have

〈vj |vi〉
Ψ d

2
Π d

2 = φ〈vi|vj〉
Ψ d

2
Π d

2 , i, j = 1, . . . , r ,

where

φ = ε(−1)p−1 .

By Remark 6.15 we get an algebra homomorphism κ : X(gφr )→W (gεN , f) from the
extended twisted Yangian of gφr to the W -algebra W (gεN , f). This result was first
proved by [Br09].

Finally, we want to give an explicit description of the Lax operator L(z) ∈
W (gεN , f)((z−1))⊗Hom(V [−d2 ], d2 ) defined in (4.23). By identifying V [−d2 ]

∼→ V [d2 ],

we can view L(z) as an element in Matr×rW (gεN , f)((z−1)).
Let us further identify

MatN×N F ' Matp×p F⊗Matr×r F ,

by mapping E(ih),(jk) 7→ Ehk ⊗ Eij . Recalling the explicit expression of the shift
matrix D given in (4.18) and (4.19), under this identification, we have

1N 7→ 1p ⊗ 1r , D 7→ 1

2

p∑
h=1

(
r(1− h) + εδh≥ p2 +1

)
Ehh ⊗ 1r ,

F 7→
p−1∑
k=1

Ek+1,k ⊗ 1r , π≤ 1
2
U 7→

r∑
i,j=1

∑
1≤h≤k≤p

1

2c(i,h)(j,k)
f(jk),(ih)Ehk ⊗ Eij ,

where c(i,h),(j,k) = 1 + δ(i,h)(j,k)′ , and we denote (cf. (7.4)) f(i,h),(j,k) = e(i,h),(j,k) −
ε(i,h)ε(j,k)e(j,k)′,(i,h)′ for every (i, h), (j, k) ∈ I.

The W -algebra W (gεN , f) can be identified with a subalgebra of U((gεN )≤0). By

the formula for quasideterminant (2.9) and the identification V [−d2 ]
∼→ V [d2 ], we
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have that that L(z) ∈ Matr×r U((gεN )≤0)((z−1)) is defined by (we use the shorthand

notation f̃(ih),(jk) = 1
2c(i,h),(j,k)

f(ih),(jk) + 1
2δ(ih),(jk)(r(1− h) + εδh≥ p2 +1)

L(z) =
∣∣∣(1p⊗1r)z+

p−1∑
k=1

Ek+1,k⊗1r +

r∑
i,j=1

∑
1≤h≤k≤p

f̃(jk),(ih)Ehk⊗Eij
∣∣∣
I1J1

, (7.9)

where I1 =
∑r
i=1E(i1),i ∈ MatN×r F and J1 =

∑r
i=1Ei,(ip) ∈ Matr×N F and the

quasideterminant (7.9) can be computed using the usual formula in [DSKV16a,
Prop. 4.2]. As a result we get (see [DSKV17, Sec.9.2]), for 1 ≤ i, j ≤ r:

Lij(z) = f(jp),(i1) +

p−1∑
s=1

(−1)s
r∑

i1,...,is=1

∑
2≤h1<···<hs≤p

(δi1,iδh1−1,1z + f̃(i1,h1−1),(i1))(δi2,i1δh2−1,h1
z + f̃(i2,h2−1),(i1h1)) . . .

. . . (δis,is−1δhs−1,hs−1z + f̃(is,hs−1),(is−1,hs−1))(δis,jδp,hsz + f̃(jp),(ishs)) .

(7.10)

The RHS of (7.10) is a polynomial in z, hence it uniquely defines elements wji;k ∈
W (gεN , f) ⊂ U((gεN )≤0), 1 ≤ i, j ≤ r, 0 ≤ k ≤ p− 1, such that

L(z) = −1r(−z)p +

p−1∑
k=0

Wk(−z)k , Wk =
(
wji;k

)r
i,j=1

∈ Matr×rW (gεN , f) .

These elements wij;k generate the W -algebra W (gεN , f). Indeed, by expanding in
powers of z the RHS of (7.10) it is not hard to check that the elements grwij;k
span gf (here, gr is computed with respect to the Kazhdan filtration (5.1)). Hence,
the homomorphism κ : X(gφr )→W (gεN , f) is surjective and we get an isomorphism
W (gεN , f) ∼= X(gφr )/Kerκ, as showed in [Br09].
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