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Abstract—In real-time cyber physical systems, packetized pre-
dictive control (PPC) is an effective solution to conduct robust
control over unreliable wireless links. However, the conventional
PPC design considers the control and communication systems
independently, which does not guarantee the minimum wireless
resource consumption. In this paper, we investigate the tight
interaction between control and communication. In particular, we
propose a communication-control co-design method to optimize
the predication length of PPC, then the system can achieve the
minimum wireless resource consumption. Our results demon-
strate the advantages of the co-design, which is expected to obtain
a fully integrated system with good overall performance for real-
time wireless control.

I. INTRODUCTION

In future wireless communication systems, a significant
number of “things”, e.g., sensors and actuators, are expected
to be connected, which leads to the cyber physical system
and allows us to interact with the physical world in a real-
time fashion [1]-[4], e.g., tactile internet, industrial automa-
tion, self-driving vehicles, remote surgery, and smart grid.
Therefore, it is critical to provide ultra high-reliable and low-
latency communication (URLLC), e.g., the end-to-end latency
requirement is as low as 1 ms [5] and the reliability is
more than 99.999% [6]. This will cost huge wireless resource
consumption and becomes the main technical challenge.

One of the most effective solutions is to conduct robust
control under unreliable wireless links, e.g., packetized predic-
tive control (PPC) [7]-[9]. Then, the required communication
performance can be significantly reduced. In PPC, a remote
controller not only estimates the past state of a plant, i.e.,
control target, but also predicts the future state. This allows the
remote controller to obtain a sequence of control commands
and send them to an actuator via a wireless communication
packet. Once the actuator receives the packet, it executes the
current command and caches the future ones. This gives the
PPC system the robustness to handle unreliable wireless links.
For example, if a wireless packet is lost or does not arrive
on time, the actuator can autonomously execute the cached
commands in the previous packet to continue a control task.
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Therefore, the communication performance required by PPC
can be effectively reduced.

Currently, there are many contributions discussing the PPC
from two perspectives. One is to maximize the control perfor-
mance under a certain communication performance [10][11].
The other is to minimize the communication requirement
under a certain control performance [7][12]. They assume that
the wireless resource consumption monotonously increases
as the communication requirement grows, i.e., more wireless
traffic requires more wireless resource consumption, which is
true in conventional cyber systems. However, this assumption
may not be valid in cyber physical systems. This is mainly
because the overall goal of the control and wireless systems
is to finish a control task rather than deliver bit stream. As
a result, to achieve a certain control performance, reducing
the communication performance requirement may not lead to
decreasing the wireless resource consumption.

In this paper, we consider the real-time cyber physical
system with short packet wireless communication. We discuss
the tight interaction between control and wireless systems, and
investigate the relationship between PPC and wireless resource
consumption. In particular, we propose a communication-
control co-design method to optimize the prediction length
of PPC, which does not generate the minimum wireless traffic
but can achieve the minimum wireless resource consumption.
This result is very unique compared with the one in conven-
tional wireless communication systems. It also indicates the
importance of the co-design, which is expected to obtain a
fully integrated wireless control system.

The rest of this paper is organized as follows: In Section
II, we provide system model and formulate the optimization
problem that captures the relationship between control and
communication systems. In Section III, we solve the opti-
mization problem, which obtains the optimal prediction length
of the PPC controller that minimizes the wireless resource
consumption. In Section IV, we provide simulation results to
verify our co-design method. Finally, Section V concludes the
paper.



Fig. 1. System model: (a) a typical system diagram of PPC; (b) packet
structure.

II. SYSTEM MODEL

Fig. 1-(a) provides a typical system diagram of PPC, where
the controller-actuator link is wireless. In the control loop,
the sensor first observes the state of the plant and sends its
observations to the controller via a wired communication link.
The controller estimates the state of the plant and obtains
a sequence of K control commands for the actuator, where
k = 0 and k > 0 indicate the control command(s) for the
current time slot i and future time slots i + k, respectively.
Then, the wireless communication network delivers the packet
u⃗(i) to the buffer in the current time slot i, where u⃗(i)
consists of K commands and can be expressed as u⃗(i) =
[u0(i), u1(i), ..., uK−1(i)]. Once the buffer receives the packet
u⃗(i) successfully, it gives the current command u0(i) to the
actuator for execution and caches K− 1 future commands. In
the following time slot i + k, where k > 0, if the wireless
communication fails, the buffer will send its cached control
command to the actuator for execution. Therefore, the buffer
actually acts as a safeguard to against packet-loss and delay
in the wireless communication link [10][13].

Based on the above PPC model, the system can tolerant up
to K − 1 contentious packet loss. If we define control outage
as the case that the buffer is empty and the actuator does
not know what to do next. Then, the system experiences the
control outage only if the wireless system continuously occurs
the packet loss up to K times.

Let pe be the packet loss probability and ps be control
outage probability, then the communication system needs to
satisfy the following inequality

pe ≤ p
1
K
s , (1)

where we assume each packet transmission is independent for
simplicity.

Since we consider the real-time wireless control in cyber
physical systems, we adopt short packet wireless communica-
tion, where the packet structure is provided in Fig. 1-(b). Here,
each packet has H bit head. The payload carries K control

commands, where the first one is for current time slot and
others are for future time slots. Let L be the bit length of one
control command, then the total number of bits in a packet is

N = H +KL. (2)

Let R be the short packet communication capacity with unit
bandwidth, then we can obtain the following expression from
[14], i.e.,

R(n, pe) = C −
√

V

n
Q−1(pe) + o(

log2n

n
), (3)

where

C = log2(1 + γ), (4)

V = γ
2 + γ

(1 + γ)
2 (log2e)

2. (5)

In (3), (4), and (5), the variable γ is the signal-to-noise
ratio, C is the Shannon capacity with unit bandwidth, and V
is a channel dispersion coefficient according to [15]. Here,
o(log2n/n) represents the high order terms in short packet
capacity and Q−1(·) is the inverse Gaussian Q-function. In
addition, since B is the system bandwidth and T is the
transmission time of a packet, then n = B · T represents
time-frequency resource used in each packet. As a result, we
have

n =
N

R
, (6)

where n ranges from 1 to a maximum value nmax.

III. PREDICTION LENGTH DESIGN FOR PPC: A
COMMUNICATION-CONTROL CO-DESIGN METHOD

In principle, the control and communication systems tightly
interact with each other, which determines the overall system
performance. When we consider PPC, there is a basic trade-
off between control and communication in terms of predi-
cation length: If the predication length K is too short, each
packet becomes very small. Then, the wireless system needs
to allocate a large amount of wireless resources to provide
URLLC link, so that the control outage probability can be
guaranteed. On the other hand, if the predication length is
too large, each packet becomes too big. This also requires a
significant amount of wireless resources to deliver big packets.
Thus, it is reasonable to jointly consider the control and
communication systems to determine the predication length,
so that the wireless resource consumption can be minimized
while the control outage probability can be guaranteed.

In the following, we first formulate the above problem as an
optimization problem. Then, we develop a solution to obtain
results.

A. Problem Formulation

Denote P0 as the transmission power spectral density, then
the signal-to-noise ratio at the actuator becomes

γ =
P0BG

N0B
=

P0G

N0
, (7)



where N0 is the power spectral density of the additive white
Gaussian noise (AWGN) and G is the wireless channel gain.
Here, we assume that G is known to the system. Then, the
wireless resource consumption can be obtained as follows

E = P0BT = P0n = P0
N

R
= P0

H + kL

R
, (8)

which is the multiplication of the three terms that capture the
essential resource elements of wireless communications, i.e.,
power, frequency bandwidth, and time.

According to [16], we have

o(
log2n

n
) ≈ log2n

2n
(9)

and pe < 0.5, then the expression (3) can be converted to

pe ≈ Q(
nC −N + log2n

2√
nV

). (10)

Combining (1), (4), (8), and (10), we formulate the follow-
ing optimization problem:

min
K,P0,n

: E = P0BT = P0n, (11)

s.t.

pe ≤ p
1
K
s ,

pe = Q(
nC −N + log2n

2√
nV

),

C = log2(1 + γ),

V = γ
2 + γ

(1 + γ)
2 (log2e)

2,

γ =
P0G

N0
,

n ≤ nmax.

The above optimization problem is to minimize the wireless
resource consumption of each packet transmission in PPC,
where the constraints mainly guarantee the control outage
probability Ps and finite time frequency resource n = B · T .

B. Solution

In this subsection, we solve the optimization problem (11) in
the following two steps. In the first step, we obtain the optimal
power spectral density P ∗

0 and the optimal time-frequency
resource allocation n∗, which are the function of the prediction
length K. In the second step, we substitute the optimal P ∗

0 and
optimal n∗ into the optimization problem (11), which obtains
the relationship between wireless resource consumption E and
the prediction length K. Then, we can obtain the optimal
predication length accordingly.

1) Optimize P0 and n: From (11), we have

P0 = (2C − 1)
N0

G
. (12)

For simplicity, we consider medium and high SNR regions,
i.e., γ ≥ 10 dB. Then, we have 2C − 1 ≈ 2C , where C =

log2(1 + γ). The equation (12) can be simplified to

P0 ≈ 2C
N0

G
. (13)

To minimize the wireless resource consumption in (11), the
packet loss probability pe should be as large as possible, i.e.,
pe = p

1
K
s . Then, we obtain

Q−1(p
1
K
s )−

nlog2(1 + γ)−N + log2(n)
2√

nV
=0, (14)

where
V = γ

2 + γ

(1 + γ)
2 (log2e)

2 ≈ (log2e)
2. (15)

Substituting (13) and (14) into (11), we obtain the following
objective function

min
R

: E ≈ N0N

G
2f(R), (16)

where

f(R) =
R

N
(

√
N

R
Q−1(p

1
K
s )log2(e)+N−1

2
log2(

N

R
))−log2 R,

(17)
and N0N/G is a constant under the fixed value of K. Because
2x and x have the same monotonicity property, we need to
discuss the monotonicity of f(R). Taking the derivative of
f(R), we obtain

∂f(R)

∂R
= 1− 1

R ln 2

+
1

N
(

1

2 ln 2
+

1

2
Q−1(p

1
K
s )log2e

√
N

R
− 1

2
log2

N

R
).

(18)

In Appendix A, we prove that ∂f(R)/∂R > 0, which
indicates that the value of R should be as small as possible.
Since R = N/n and n ≤ nmax, the optimal n is nmax.
Substituting n∗ = nmax into (6), (12), and (14), we obtain
the optimal power spectral density and optimal time-frequency
resource allocation as follows:

P ∗
0 = (2

1
n∗ (

√
n∗Q−1(p

1
K
s )log2(e)+N− 1

2 log2(n
∗)) − 1)

N0

G
, (19)

n∗ = nmax. (20)

2) Calculate the Optimal K: Substituting P ∗
0 and n∗ into

(11), we obtain the relationship between the wireless resource
consumption E and the prediction length K as follows

min
K

: E = P ∗
0 × n∗

= (2
1

n∗ (
√
n∗Q−1(p

1
K
s )log2(e)+N− 1

2 log2(n
∗)) − 1)

N0n
∗

G
.

(21)

Since N0n
∗/G = N0nmax/G is a constant, the original

optimization problem is equivalent to

min
K

: F =
√
n∗Q−1(p

1
K
s )log2(e) +N − 1

2
log2(n

∗). (22)

Taking the derivative of F , we have

F ′
K =

√
n∗log2(e)Q

−1(p
1
K
s )′K + L. (23)



Since Q(x)′x = − 1√
2π

e−
x2

2 , we obtain

Q−1(y)′y =
1

Q(x)′x
=−

√
2πe

x2

2 = −
√
2πe

Q−1(y)2

2 , (24)

and

Q−1(p
1
K
s )′K =

√
2πp

1
K
s ln ps
K2

e
Q−1(p

1
K
s )

2

2 . (25)

Substituting (25) into (23), we obtain

F ′
K =

√
2πn∗log2(e) ln ps

p
1
K
s e

Q−1(p

1
K
s )

2

2

K2
+ L. (26)

In Appendix B, we prove that F ′′
KK > 0, which means

that F ′
K is a monotonically increasing function. We also have

lim
K→∞

F ′
K = L > 0. Then, there are two cases to determine

the optimal value of K:
• Case 1: When L is large and nmax is small, we have

F ′
K=1 > 0. Then we have F ′

K > 0 since F ′′
KK > 0. This

means that the wireless resource consumption monoton-
ically increases as the value of K grows. Therefore, we
obtain the optimal prediction length at K∗ = 1.

• Case 2: When L is small and nmax is large, we have
F ′
K=1 < 0. Since F ′′

KK > 0 and lim
K→∞

F ′
K = L > 0,

there is a stagnation point K0, where K0 satisfies the
equation F ′

K = 0. When K < K0, we have F ′
K < 0.

When K > K0, we have F ′
K > 0. This means that

the wireless resource consumption first decreases as the
value of K grows. After passing the stagnation point K0,
the wireless resource consumption increases as K grows.
Therefore, the optimal prediction length is K∗ = K0.

IV. SIMULATION RESULTS

In this section, we demonstrate the performance of the
proposed co-design. We assume that the power spectral density
of AWGN is N0 = −174 dBm/Hz, the wireless gain is
G = −80 dB, and the SNR is γ ≥ 10. In the packet structure,
the length of the head is H = 32 bits and the length of each
control command is L = 4, 8, 16 bits. In PPC, we assume that
the control outage probability is ps = 10−9.

In the following, we first provide the simulation results to
show the performance of our co-design method. Then, we
discuss the reason behind the results theoretically. Note that
in our results, the theoretical curves are obtained from (11),
(19), and (20). The simulation results are obtained from the
developed the method in Section III.

A. Results

Fig. 2 provides the relationship between the wireless re-
source consumption E and the predication length K, where
different time-frequency resource nmax is considered. Here,
we assume that the bit length of each control command is
L = 16 bits. From the figure, we observe that the theoretical
curves overlap the simulation curves very well, which verifies
our mathematical derivation. In addition, we observe that
when nmax = 25 Hz·s, the wireless resource consumption E
monotonically increases as the value of K grows. However,
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Fig. 2. Wireless resource consumption E versus the prediction length K
under different time-frequency resource nmax, where the wireless resource
consumption E is the multiplication of transmission time T , frequency
bandwidth B, and power spectrum density P0 of wireless signals. In addition,
the prediction length K affects the bit length of each communication packet,
i.e., the large value of K is corresponding to large packet and vice versa.
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Fig. 3. Wireless resource consumption E versus the prediction length K
under different bit lengths of each control command L.

when nmax = 50 Hz·s and 100 Hz·s, we observe the U
shape in the wireless resource consumption curves E. This
trend is reasonable and we will explain the reason in the next
subsection.

Fig. 3 demonstrates the relationship between the wireless
resource consumption E and the prediction length K, where
different bit lengths of each control command L are consid-
ered. Here, the time-frequency resource is nmax = 25 Hz·s.
From the figure, the theoretical curves overlap the simulation
curves very well, which verifies our mathematical derivation.
In addition, when the bit length of each control command is
large, i.e., L = 16 bits, the wireless resource consumption
monotonically increases as the value of the predication length
K grows. But, when L = 4 and 8 bits, we observe the U



shape in the wireless resource consumption curves.
Therefore, from Fig. 2 and Fig. 3, we find that the values of

nmax and L affect the relationship between E and K, which
further affects the optimal value of K:

• If nmax is small and L is large, we obtain the conventional
result that the wireless resource consumption E monoton-
ically increases as the growth of K, i.e., the larger the
predication length K is, the larger each communication
packet is, and the more wireless resource consumption it
needs. Thus, the optimal predication length is K∗ = 1.

• If nmax is large and L is small, we obtain the unique
results that is different from conventional one. The wire-
less resource consumption E first decreases as the growth
of K. After K passes a certain value, E increases as K
grows. This means that at the beginning, delivering more
bits actually consumes less wireless resource. In other
words, designing the control system that minimizes the
generated bits is not equivalent to minimizing the wireless
resource consumption. The communication-control co-
design is expected to choose the optimal value of K to
minimize the wireless resource consumption while main-
tain a certain control outage requirement. For example, in
Fig. 3, when L = 4 bits, the optimal predication length
is K∗ = 3.

B. Discussion

This subsection discusses the reason behind the observations
in Fig. 2 and Fig. 3. From the discussion in Section III, where
E = P0n, we obtain that the minimum E can be obtained
when n = nmax. Thus, the value of E is actually determined
by P0, i.e.,

E ∼ P0. (27)

According to Shannon capacity C = log2(1 +
(P0B)/(N0B)) the power spectral density P0 have the same
monotonicity as the Shannon capacity, then the value of E can
be further determined by C, i.e.,

E ∼ P0 ∼ C. (28)

From (2), (3), and (6), we obtain

C ≈ R+

√
V

n
Q−1(pe) =

H +KL

n
+

√
V

n
Q−1(pe), (29)

where the high order term is ignored. Therefore, the wireless
resource consumption E is eventually determined by

E ∼ H +KL

n︸ ︷︷ ︸
The first term

+

√
V

n
Q−1(pe)︸ ︷︷ ︸

The second term

(30)

In (30), if n is small and L is large, the first term dominates
the value of E. Then, E monotonically increases as the value
of K grows. In contrast, if n is large and L is small, the
second term becomes the dominate component. This is because
as K grows, pe increases and then the second term reduces
dramatically. As a result, we can observe the unique results
in Fig. 2 and Fig. 3, where the wireless resource consumption

E decreases as K grows. But, when K is large enough, the
second term in (30) approaches to 0. Then, the first term
becomes the dominate component and we observe the value
of E increases as K grows. This is the main reason why we
observe the “U” shape in our results.

V. CONCLUSIONS

In this paper, we considered the packetized predictive
control in real-time cyber physical systems and proposed
a communication-control co-design method to choose the
prediction length of the controller so that the wireless resource
consumption can be minimized. In particular, we obtained an
unique observation that under some situations, the wireless
resource consumption reduces as the growth of the traffic
volume generated by the control system. Therefore, our result
showed the importance of the co-design in real-time cyber
physical systems, which is expected to obtain good overall
system performance.

APPENDIX

A. The Proof of the inequality ∂f(R)/∂R > 0

Because γ ≥ 10 dB, we have R = log2(1 + γ) ≥ 3.46 and

1− 1

R ln 2
≥ 1− 1

3.46× ln 2
= 0.583 > 0. (31)

Thus we can obtain ∂f(R)/∂R > 0 as long as

1

2
Q−1(p

1
K
s )log2e

√
N

R
− 1

2
log2

N

R
> 0. (32)

Next, we will prove the validation of (32). Let

h(x) =
log2e

2
x− 1

2
log2x

2, (33)

and take the derivative of h(x), we obtain

∂h(x)

∂x
=

log2e

2
− 1

ln2× x
. (34)

For x > 0 in Equ (34), h(x) is an U-shaped function and the
stagnation point is x = 2/(ln 2 · log2e). Thus, the minimum
value of h(x) is h(2/(ln 2 · log2e)) = 0.4427 > 0. We obtain

log2e
1

2

√
N

R
− 1

2
log2

N

R
> 0. (35)

According to [17][18], we adopt K ≤ 11. Since the inverse
Q-function is a monotonic decreasing function, we have

Q−1(p
1
K
s ) ≥ Q−1(p

1
11
s ) = 1.0279 > 1. (36)

Then, we have

Q−1(p
1
K
s )log2e

1

2

√
N

R
− 1

2
log2

N

R

> log2e
1

2

√
N

R
− 1

2
log2

N

R
≥ 0.4427 > 0.

(37)

Substituting (31) and (37) into (18), we obtain the following
result

∂f(R)

∂R
> 0. (38)



B. The Proof of the inequality F ′′
KK > 0

Since
√
2πn∗log2(e) ln ps < 0 in (26), F ′′

KK > 0 is
equivalent to

(
p

1
K
s e

Q−1(p

1
K
s )

2

2

K2
)′K ≥ 0. (39)

Since ln(x) and x have the same monotonicity, we can
construct the following function

g(K) = ln(
p

1
K
s e

Q−1(p

1
K
s )

2

2

K2
)

=
ln(ps)

K
+

1

2
Q−1(p

1
K
s )

2

− 2 ln(K).

(40)

Taking the derivative of g(K), we obtain

g′K =Q−1(p
1
K
s )

√
2πp

1
K
s ln(ps)

K2
e

Q−1(p

1
K
s )

2

2

− ln(ps)

K2
− 2

K
.

(41)

For K = 1, 2, ..., 10, we can use exhaustive search to verify
g′K < 0. For K ≥ 11, we have

Q−1(p
1
K
s )

√
2πp

1
K
s Ln(ps)

K2
e

Q−1(p

1
K
s )

2

2 < 0, (42)

Then we obtain

g′K ≤ −Ln(ps)

K2
− 2

K
< 0. (43)

Therefore, we obtain that g(K) is a monotonically decreas-
ing function and F ′′

KK > 0.

REFERENCES

[1] D. Jia, K. Lu, J. Wang, X. Zhang, and X. Shen, “A survey on platoon-
based vehicular cyber-physical systems,” IEEE Communications Surveys
& Tutorials, vol. 18, no. 1, pp. 263-284, Mar. 2016.

[2] M. Luvisotto, Z. Pang, D. Dzung, M. Zhan, and X. Jiang, “Physical
layer design of high-performance wireless transmission for critical control
applications,” IEEE Transactions on Industrial Informatics, vol. 13, no.
6, pp. 2844-2854, Dec. 2017.

[3] Z. Pang, M. Luvisotto, and D. Dzung, “Wireless high-performance
communications: The challenges and opportunities of a new target,” IEEE
Industrial Electronics Magazine, vol. 11, no. 3, pp. 20-25, Sep. 2017.

[4] M. H. Cintuglu, O. A. Mohammed, K. Akkaya, and A. S. Uluagac, “A
survey on smart grid cyber-physical system testbeds,” IEEE Communi-
cations Surveys & Tutorials, vol. 19, no. 1, pp. 446-464, Nov. 2017.

[5] D. Berg, et al., “Challenges in haptic communications over the tactile
internet,” IEEE Access, vol. 5, pp. 23502-23518, Oct. 2017.

[6] G. P. Fettweis, “The tactile internet: applications and challenges,” IEEE
Vehicular Technology Magazine, vol. 9, no. 1, pp. 64-70, Mar. 2014.

[7] Q. Wang, Y. Zou, and Y. Niu, “Event-triggered model predictive control
for wireless networked control systems with packet losses,” in Pro-
ceedings of IEEE International Conference on Cyber Technology in
Automation, Control, and Intelligent Systems (CYBER), Jun. 2015, pp.
1281-1286.

[8] J. Huang, M. Lee, M. Tsai, and S. Chiu, “Generalized predictive control
in a wireless networked control system,” in Proceedings of 9th World
Congress on Intelligent Control and Automation (WCICA), Oct. 2011,
pp. 870-875.

[9] S. Qin, and T. Badgwell, “A survey of industrial model predictive control
technology.” Control Engineering Practice, vol. 11, no. 7, pp. 733-764,
Nov. 2003.

[10] D. Quevedo, E. Silva, and G. Goodwin, “Packetized predictive control
over erasure channels,” in Proceedings of American Control Conference
(ACC), Jul. 2007, pp. 1003-1008.

[11] B. Demirel, V. Gupta, D. Quevedo, and M. Johansson, “On the trade-
off between communication and control cost in event-triggered dead-beat
control,” IEEE Transactions on Automatic Control, vol. 62, no. 6, pp.
2973-2980, Jun. 2017.

[12] D. Hrovat, S. Cairano, H. Tseng, and I. Kolmanovsky, “The develop-
ment of model predictive control in automotive industry: A survey,” in
Proceedings of IEEE International Conference on Control Applications
(CCA), Oct. 2012, pp. 295-302.

[13] D. Quevedo and D. Nesic, “Input-to-state stability of packetized predic-
tive control over unreliable networks affected by packet-dropouts,” IEEE
Transactions on Automatic Control, vol. 56, no. 2, pp. 370-375, Feb.
2011.

[14] G. Durisi, T. Koch, and P. Popovski, “Toward massive, ultrareliable, and
low-latency wireless communication with short packets,” Proceedings of
the IEEE, vol. 104, no. 9, pp. 1711-1726, Sep. 2016.

[15] Y. Polyanskiy, H. Poor, and S. Verdu, “Channel coding rate in the finite
blocklength regime,” IEEE Transactions on Information Theory, vol. 56,
no. 5, pp. 2307-2359, May 2010.
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