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#### Abstract

The scientific interest for near-Earth asteroids (NEAs) as well as the interest in potentially hazardous asteroids from the perspective of planetary defense led the space community to focus on NEA mission studies. A multiple NEA rendezvous mission with close-up observations of several objects can help to improve the characterization of these asteroids. This work explores the design of a solar-sail spacecraft for such a mission, focusing on the search of possible sequences of encounters and the trajectory optimization. This is done in two sequential steps: a sequence search by means of a simplified trajectory model and a set of heuristic rules based on astrodynamics, and a subsequent optimization phase. A shape-based approach for solar sailing has been developed and used for the first phase. The effectiveness of the proposed approach is demonstrated through a fully-optimized multiple NEA


[^0]rendezvous mission. The results show that it is possible to visit 5 NEAs within 10 years with near-term solar-sail technology.

## Nomenclature

$A=$ sail area, $\mathrm{m}^{2}$
$\mathbf{A}=$ matrix of the dynamics
$\boldsymbol{a}=$ solar-sail acceleration, $\mathrm{mm} / \mathrm{s}^{2}$
$a \quad=$ semi-major axis, au
$a_{c}=$ solar-sail characteristic acceleration, $\mathrm{mm} / \mathrm{s}^{2}$
$\boldsymbol{b} \quad=$ auxiliary vector of the dynamics
$e \quad=$ eccentricity
$\hat{\boldsymbol{e}} \quad=$ eccentricity unit vector
$f, g=$ in-plane modified equinoctial elements
$H=$ asteroid absolute magnitude, mag
$\hat{\boldsymbol{h}} \quad=$ orbital angular momentum unit vector
$i=$ inclination, deg
$J=$ objective function for the genetic algorithm
$j, k=$ out-of-plane modified equinoctial elements
$L=$ true longitude, rad
$m \quad=$ total sailcraft mass, kg
$\hat{N} \quad=$ unit vector normal to the sail plane
$P_{q}^{n} \quad=$ number of $q$-permutations of $n$ objects
$p=$ semi-latus rectum, au
$\boldsymbol{r}=$ Sun-spacecraft position vector $(r \triangleq\|\boldsymbol{r}\|)$, au
$\hat{\boldsymbol{r}} \quad=$ Sun-spacecraft unit vector

```
\boldsymbol{r}}=\mathrm{ acceleration
r}\oplus= mean Sun-Earth distance, 1 au
t = time, s
to = launch date
u = control vector
v = velocity vector
W},\mp@subsup{W}{2}{}=\mathrm{ weighting factors
x}=\mathrm{ state vector in modified equinoctial elements
\mp@subsup{\boldsymbol{x}}{}{kep}}=\mathrm{ state vector in Keplerian elements
\alpha = sail cone angle, deg
\Deltav}=\mathrm{ velocity increment, km/s
\delta = sail clock angle, deg
\delta\sigma = longitude of pericenter variation, rad
\zeta = angle between two consecutive sailcraft attitudes, deg
\vartheta = in-plane transversal unit vector
0 = angle between the angular momenta of two orbits, deg
\lambda
\lambdafg}=\mathrm{ shaping parameter related to the in-plane modified equinoctial elements
\mu = gravitational parameter of the central body, 1.3271\times10 11 km}\mp@subsup{}{}{3}/\mp@subsup{\textrm{s}}{}{2
v = true anomaly, rad
\tau = attitude-control torque, Nm
\varphi }=\mathrm{ phasing parameter related to the semi-latus rectum, rad
\varphifg
\Omega = right ascension of the ascending node, rad
\omega = argument of pericenter, rad
```

```
\varpi = longitude of pericenter, rad
```


## Superscripts

```
* = optimal value of the variable
. = time derivative
d = desired value
p = value after propagation
T = transpose
```


## Subscripts

$0=$ initial value
$f \quad=$ final value
$\max =$ maximum
$\min =$ minimum
$I \quad=$ value dependent on the boundary conditions at the initial time
$F=$ value dependent on the boundary conditions at the final time

## I. Introduction

Solar sailing is an attractive way to perform interplanetary transfers that would otherwise be very challenging even for high- $I_{s p}$ low-thrust propulsion systems. Because a solar sail is propelled only by sunlight, it is a propellantless lowthrust propulsion system. This makes solar sailing an appealing option for performing high- $\Delta v$ interplanetary missions [1], as well as non-Keplerian orbits [2], which require continuous thrusting [3]. Moreover, because of the unlimited $\Delta v$ available, a solar-sail mission could cope with contingencies and enable a change of the target bodies, even after launch. This is particularly interesting for small body missions, as dozens of new objects are discovered on a daily basis. Due to this advantage, several studies have been carried out on the application of solar sails for interplanetary missions, from an orbital dynamics point of view as well as from a structural one [4, 5].

Great effort has been dedicated to the study of near-Earth asteroids (NEAs) because of their importance from a scientific, technological and planetary-defense point of view. Regarding the latter, several NEAs pose a potential threat to our planet and are indeed classified as Potentially Hazardous Asteroids (PHAs). A multiple-NEA rendezvous mission with close-up observations of several objects can help the scientific community to improve the knowledge
about the diversity of these objects and to support any future mitigation act. Furthermore, a multiple-target mission is preferable to a simple single-rendezvous mission because of the reduced cost of each observation, and the intrinsic lack of knowledge that makes the choice of a single target difficult. Such a mission, however, is challenging from a mission planning point of view because of the large number of objects and the huge number of different ordered sequences of NEAs that can be chosen to visit. This is first a combinatorial problem with more than a billion of possible sequences with only three consecutive encounters. Moreover, because no closed-form solutions exist for lowthrust trajectories, a trajectory optimization problem must be solved numerically for each leg of the multiple rendezvous in order to test the feasibility of the proposed sequence with the propulsion system used. Several approaches have been presented in the literature to deal with low-thrust trajectory optimization problems [6]: these are mainly categorized into direct, indirect and evolutionary methods. In addition, shape-based approaches have been developed in order to have a fast trajectory solution for a preliminary mission design [7, 8].

Several methodologies for low-thrust mission design have been studied, for example by using shape-based methods [7,9] or by dividing the trajectory into segments [10] or finite elements [11]. In order to compare high-thrust with low-thrust mission design, Izzo [12] discussed a way to solve two-dimensional versions of Lambert's problem with Petropoulos' shape-based function [13]. The astrodynamics community has shown much interest in asteroidrelated trajectory optimization problems and mission design, such that six out of eight problems of the Global Trajectory Optimisation Competition* (GTOC) deal with asteroid-related missions. In the fourth GTOC problem, for example, the challenge was to visit the largest possible number of NEAs with a low-thrust spacecraft within a given total mission duration [14]. In the majority of the solutions proposed [15], the problem has been divided into two main steps: firstly looking for a sequence of encounters by means of impulsive thrusts, then converting the high-thrust solutions found into low-thrust trajectories.

With respect to solar sails, most of the literature focuses on single-phase problems, while two of the few work on multiphase solar-sail trajectories are the ENEAS+ mission studies [1] and the Gossamer Roadmap technology reference study presented by Dachwald et al. [16]. In both cases, a systematic assessment of all possible asteroids to be visited in a multiple rendezvous mission has not been carried out. The sequences of encounters have been in fact

* http://sophia.estec.esa.int/gtoc_portal/, accessed on 25 August 2015.
decided a priori and the trajectory-optimization phase is mainly discussed. Bando and Yamakawa [17] describe a NEA survey mission using solar-sailing technology. However, this study is focused on flybys only and two-dimensional dynamics are taken into account for the solar-sail motion. In the same paper, an inverse solar-sail trajectory problem is described, generalizing what presented by McInnes [18] by taking into account a less-performant solar sail. The method consists on deriving an analytic sail steering law that allows a solar-sail transfer between two planar circular heliocentric orbits with the same radii but different angular velocities.

This paper presents for the first time a shape-based approach used to approximate solar-sail trajectories, combined with a method to select sequences of encounters for a multiple NEA rendezvous mission through solar sailing. The study carried out in this paper is divided into three main steps: firstly, a new set of shaping functions is investigated for the coplanar solar-sail scenario. Then, a search-and-prune algorithm is used to find sequences of target bodies by means of the shape-based trajectory model developed. Lastly, the sequences that best fit the mission requirements are converted into solar-sail trajectories using an optimization based on a Radau pseudospectral method [19-21].

The paper is organized as follows: in Section II, the shape-based approach developed for solar sailing is detailed. Sections III and IV describe the sequence-search algorithm and the optimization process used to test the sequences found, respectively. In Section V, the results of the method described are shown, while Section VI presents our conclusions.

## II. Shape-Based Approach for Solar Sailing

In general, low-thrust trajectories have no analytical closed-form solutions, so a numerical optimization strategy is generally used in trajectory design. A first-guess solution is a fast and low-accuracy solution, which is generally used in a preliminary phase of the mission design. An initial guess is also needed if the chosen optimization method uses a direct transcription [22].

Firstly proposed by Petropoulos and Longusky in 2004 [13], the shape-based approach describes the shape of the trajectory with an appropriate set of mathematical expressions, such that $\boldsymbol{r}(t)$ is given. In the two-body problem approximation, the acceleration required to follow a specified trajectory is then retrieved by:

$$
\begin{equation*}
\boldsymbol{a}=\ddot{\boldsymbol{r}}+\mu \frac{\boldsymbol{r}}{r^{3}} \tag{1}
\end{equation*}
$$

The advantage of this method is that the trajectory is defined analytically and so no optimization is needed, although there is no guarantee that the solution found is optimal. Furthermore, the shape can be chosen such that the
thrust profile can be obtained analytically. On the other hand, there are no explicit constraints that limit the required acceleration, which can then result to be well above the thrusting capabilities.

Different shapes have been proposed to date [13,23-25] and all of them are studied for low-thrust problems with the simplification of tangential thrust. Unlike in thruster-based systems, however, the acceleration given by a solar sail is constrained in direction, with no thrust available towards the Sun and neither entirely in the transversal direction. Moreover, a correlation between thrust direction and thrust magnitude characterizes the dynamics of a solar sail. The acceleration given by a perfectly reflecting solar sail at the distance $r$ from the Sun can be expressed as:

$$
\begin{equation*}
\boldsymbol{a}=a_{c}\left(\frac{r_{\oplus}}{r}\right)^{2} \cos ^{2} \alpha \hat{\boldsymbol{N}} \tag{2}
\end{equation*}
$$

In the orbital reference frame $\{\hat{\boldsymbol{r}}, \hat{\vartheta}, \hat{\boldsymbol{h}}\}, \hat{\boldsymbol{N}}$ can be expressed by means of the cone angle $\alpha$ and the clock angle $\delta$, so that $\hat{\boldsymbol{N}}=\left[\begin{array}{lll}\cos \alpha & \sin \alpha \cos \delta & \sin \alpha \sin \delta\end{array}\right]^{T}$. The term $a_{c}$ in Eq. (2) is the so-called characteristic acceleration and it represents the acceleration given by the solar sail facing the Sun (i.e. $\alpha=0$ ) at Earth distance, i.e. $r_{\oplus}=1$ astronomical unit (au).

Because of the different constraints on the thrust, a set of shaping functions for solar sailing has been investigated with the use of the modified equinoctial elements $\boldsymbol{x}=[p, f, g, j, k, L]^{T}$ [26]. A coplanar approximation has been considered, so that the out-of-plane elements $j$ and $k$ do not have to be considered.

In order to find a shape of the trajectory that can be achieved with the solar-sail thrust constraints, several shaping functions have been investigated over two test cases. Each one of the three in-plane modified equinoctial elements $\{p, f, g\}$ is studied separately as function of the true longitude $L$. The three shaping functions found are compared with the linear-trigonometric shape presented by De Pascale and Vasile [25]. For each element, the MATLAB Curve Fitting toolbox [27] has been used in order to find the function that best fits the data points. Three parameters have been taken into account to determine the quality of the fit: 1) how much the fitting curve actually overlaps the data in the plot, 2) the sum of squares due to error $(S S E)$ and 3) the adjusted R -square $(A R S)$. In order to be a good fit, the value of $S S E$ must be as close to 0 as possible, while the value of $A R S$ must be as close to 1 as possible.

In the first test case, the heliocentric trajectory of a sail with a constant cone angle of $\alpha=35$ deg is numerically propagated for 7 years, starting from the initial orbit stated in Eq. (3):

$$
\boldsymbol{x}_{0}^{k e p}=\left[\begin{array}{llllll}
r_{\oplus} & 0.2 & 0 & 0 & 0 & 2 \mathrm{rad} \tag{3}
\end{array}\right]^{T}
$$

where $\boldsymbol{x}^{k e p}=[a, e, i, \Omega, \omega, v]^{T}$ is the tuple of (conventional) Keplerian elements. The sailcraft considered in this test case has a characteristic acceleration of $a_{c}=0.3 \mathrm{~mm} / \mathrm{s}^{2}$.

The shaping function that best describes the evolution of the semi-latus rectum $p$ by means of solar sailing is an exponential-trigonometric shape in the following form:

$$
\begin{equation*}
p=p_{I} \exp \left[p_{F}\left(L-L_{0}\right)\right]+\lambda_{p} \sin \left(L+\varphi_{p}\right) \tag{4}
\end{equation*}
$$

where $p_{I}$ and $p_{F}$ depend on the initial and final conditions, $\lambda_{p}$ and $\varphi_{p}$ are, respectively, the shaping and phasing parameters related to the semi-latus rectum. Fig. 1 shows the fit of the semi-latus rectum $p$ against the true longitude $L$ through both the linear-trigonometric shape presented in Ref. [25] and the exponential-trigonometric shape of Eq. (4). It can be seen that the linear-trigonometric shape (dotted green line) does not overlap exactly the data (blue line). On the other hand, the exponential-trigonometric shape (dashed red line) fits well with the data points. The quantitative parameters $S S E$ and $A R S$ for both the shaping functions are shown in Table 1.


Fig. 1 Semi-latus rectum over true longitude.

The functions that best describe the evolution of the two in-plane elements $f$ and $g$ by means of solar sailing are linear-trigonometric shapes in the following form:

$$
\begin{align*}
& f=f_{I}+f_{F}\left(L-L_{0}\right)+\lambda_{f g} \sin \left(L+\varphi_{f g}\right)  \tag{5}\\
& g=g_{I}+g_{F}\left(L-L_{0}\right)-\lambda_{f g} \cos \left(L+\varphi_{f g}\right)
\end{align*}
$$

where $\lambda_{f g}, \varphi_{f g}$ are the shaping and phasing parameters related to the in-plane elements $f$ and $g$.
Table 1 shows the statistical values used to measure the quality of the fit, while Fig. 2 shows the fits of the inplane elements $f$ and $g$ through the linear-trigonometric shapes developed for solar sailing and the ones from Ref. [25]. As for the semi-latus rectum, both the statistical values of the fits and the plot of the fitting curves against the data points show how the new set of shaping functions for solar sailing describes better the solar-sail trajectory than the linear-trigonometric functions presented in Ref. [25].

Table 1 Statistical values of the fits for $p, f$, and $g$

| Statistical <br> values | Shape-based approach | $p$ | $f$ | $g$ |
| :---: | :---: | :---: | :---: | :---: |
| SSE | Shape in Ref. [25] | 1.489 | 0.3972 | 0.3655 |
|  | Solar-sailing shape | $4 \times 10^{-3}$ | $4.5 \times 10^{-4}$ | $3.9 \times 10^{-4}$ |
| $A R S$ | Shape in Ref. [25] | 0.989 | 0.6991 | 0.6679 |
|  | Solar-sailing shape | 1.0000 | 0.9997 | 0.9996 |



Fig. 2 In-plane elements $\boldsymbol{f}$ and $\boldsymbol{g}$ over true longitude.
For the second test case, an Earth-Mars coplanar orbit transfer through a solar sail with characteristic acceleration of $a_{c}=1 \mathrm{~mm} / \mathrm{s}^{2}$ is considered. The reference orbit is computed via an indirect optimization approach, as in Mengali and Quarta [28]. The statistical values of the fits are shown in Table 2, while Fig. 3 shows the fits of the in-plane
modified equinoctial elements over true longitude. From this test case, as well as from the previous one with a constant thrust, it is clear how the new set of shaping functions describes better a solar-sail trajectory.

Table 2 Earth-Mars coplanar orbit transfer. Statistical values of the fits for $\boldsymbol{p}, f$, and $g$

| Statistical <br> values | Shape-based approach | $p$ | $f$ | $g$ |
| :---: | :---: | :---: | :---: | :---: |
| SSE | Shape in Ref. [25] | $1.2 \times 10^{-1}$ | $9.5 \times 10^{-2}$ | $3.3 \times 10^{-1}$ |
|  | Solar-sailing shape | $8.9 \times 10^{-3}$ | $1.7 \times 10^{-2}$ | $2.7 \times 10^{-3}$ |
| $A R S$ | Shape in Ref. [25] | 0.9880 | 0.9615 | 0.6512 |
|  | Solar-sailing shape | 0.9991 | 0.9928 | 0.9972 |




b)

Fig. 3 Earth-Mars coplanar orbit transfer. (a) Semi-latus rectum and (b) in-plane elements $f$ and $g$ over true longitude.

## A. Use of the shape-based approach to find a first-guess trajectory

As shown in Eqs. (4) and (5), given an initial and final state, the trajectory is defined with the 4 free parameters $\left[\lambda_{p}, \lambda_{f g}, \varphi_{p}, \varphi_{f g}\right]$. The acceleration $\boldsymbol{a}$ needed to follow the shape of the trajectory defined by the shaping and phasing parameters is then analytically retrieved through Eq. (1). The control history is changed by tuning these parameters such that the constraints on the achievable thrust (Eq. (2)) are satisfied. To do so, the free parameters, as well as the time of flight and the number of complete revolutions, have been searched with the MATLAB built-in genetic algorithm (GA).

Because the acceleration needed to follow the shaped trajectory is only retrieved a posteriori, a set of nonlinear constraints is implemented within the GA in order to force the shaped trajectory to be as close as possible to a solarsail trajectory. The nonlinear constraints are set so that (a) the magnitude of the acceleration is the one that the selected sailcraft can provide, (b) the acceleration is never directed towards the Sun, and (c) the time of flight is consistent with the time resulting from the integration of the variation of the true longitude. This last constraint is necessary to make the solution physical, since it is the only link between the time of flight and the shaped trajectory, as discussed in Refs. [9, 25].

The objective function of the GA can be changed according to the application. In this paper, two different objective functions have been used. When used within the sequence-search phase, the shaping functions are found by minimizing the time of flight. This objective function has been chosen because it guarantees a fast optimization, since the time of flight is one of the optimization variables. This way, the evaluation of the objective function by the GA is very fast, so that only the evaluation of the function of the constraints requires computational time. However, because the relation between magnitude and direction of the acceleration is not explicitly constrained, the trajectory propagated by using the control angle derived from the shaping functions can differ with respect to the real one. For this reason, when used as initial-guess solution for the local optimization, a different objective function is used. The objective function $J$ is chosen in order to minimize the error between the final state due to propagation and the final desired state. This objective function is shown in Eq. (6), where $W_{1}=1,000$ and $W_{2}=10$ are two dimensionless weighting factors. These factors have been found after a trial-and-error process and have been chosen with the purpose of weighting the error in position more than the one in velocity. Despite different weights would produce different
solutions, the methodology would not change, and the final choice on the weights is therefore ultimately for the mission analyst. Moreover, position and velocity are scaled so that $r_{\oplus}=1$ and $\mu=1$.

$$
\begin{equation*}
J=W_{1} \cdot\left\|\boldsymbol{r}_{f}^{p}-\boldsymbol{r}_{f}^{d}\right\|+W_{2} \cdot\left\|\boldsymbol{v}_{f}^{p}-\boldsymbol{v}_{f}^{d}\right\| \tag{6}
\end{equation*}
$$

## III. Sequence Search

Finding a sequence of NEAs to be visited is first of all a combinatorial problem because of the large amount of objects and the huge number of possible permutations between them, as pointed out in Section III.A. Furthermore, for each object, an optimization problem must be solved in order to assess the existence of a solar-sail trajectory. For the reasons above, a reduced database of NEAs has been used for the sequence search, as explained in detail in Section III.A. Moreover, for each leg of the sequence, a local pruning on the reduced database has been carried out in order to further reduce the amount of objects to test, as detailed in Section III.C.

In the following sections, a description of the asteroid selection for the reduced database and a detailed explanation of the sequence search algorithm are given.

## A. Asteroid Database Selection

The choice of target asteroids to be visited in a mission is difficult because it shall consider composition, scientific interest, orbital dynamics and available launch windows. There are 12,840 NEAs discovered to date* and this number is increasing rapidly. All those objects with an Earth minimum orbit intersection distance (EMOID) $\leq 0.05$ au and an absolute magnitude $H \leq 22 \mathrm{mag}$ (i.e. diameter $\geq 110-240 \mathrm{~m}$, depending on the albedo ${ }^{\dagger}$ ) are classified as PHAs. Because there seem to be no clear common priorities on the selection of NEAs in the scientific community, the problem of finding a sequence of encounters is first of all a combinatorial problem, with more than a billion of possible combinations with permutations of only 3 objects. In order to reduce this huge amount of possible combinations, a second classification method can be considered, taking into account those objects that are part of the Near-Earth Object

* As obtained on 08 August 2015 from NASA's Near-Earth Object Program website (http://neo.jpl.nasa.gov/cgibin/neo elem ).
${ }^{\dagger}$ http://www.minorplanetcenter.net/iau/lists/Sizes.html, accessed on 25 August 2015.

Human Space Flight Accessible Target Study (NHATS) [29]. The objects in this list are those for which a low-thrust return mission can be found, as constrained by the following mission parameters: total $\Delta v$ required, total mission duration, stay time at the object, launch date interval. Because the mission parameters for the trajectory computation can be set in several different ways, the list of NHATS asteroids is not univocally defined.

In order to have a more usable and interesting database, only PHAs and NHATS asteroids are taken into account in the current work, leading to a reduced database of 1,801 objects, 1,597 of which are PHAs. The criteria used to select the NHATS database are the following:

where $O C C$ is the Orbit Condition Code of a NEA's orbit, which refers to the orbit determination accuracy. For a complete explanation of the above criteria, the interested reader is referred to the JPL/NASA NHATS website.*

An order of magnitude for the complexity of the problem of finding a sequence of encounters can be given by considering the total number of possible sequences of $q=3,4$ and 5 objects without repetition, both from the original and the reduced database. The number of these $q$-permutations of $n$ objects $P_{q}^{n}$ (Table 3) is given by

$$
\begin{equation*}
P_{q}^{n}=\frac{n!}{(n-q)!} \tag{8}
\end{equation*}
$$

Table 3 Number of $\boldsymbol{q}$-permutations of $\boldsymbol{n}$ objects within the complete database and the reduced one.

| Database | $n$ | $q=3$ | $q=4$ | $q=5$ |
| :---: | :---: | :---: | :---: | :---: |
| Complete database | 12,840 | $2.1 \times 10^{12}$ | $2.7 \times 10^{16}$ | $3.5 \times 10^{20}$ |
| Reduced database | 1,801 | $5.8 \times 10^{9}$ | $1.0 \times 10^{13}$ | $1.9 \times 10^{16}$ |

[^1]
## B. Sequence Search Algorithm

The sequence search algorithm works as follows (Fig. 4): the whole database is locally pruned by means of heuristic rules based on astrodynamics (details in Section III.C) and by taking into account that the sequence starts at Earth at a fixed time $t_{0}$. This pruning allows the algorithm to take into account fewer objects at a time, avoiding spending time on those objects that would be difficult to reach. Approximated solar-sail trajectories are found by means of the shape-based approach described in Section II. For all the trajectories found, the arrival NEAs are kept and considered as starting objects for the next iteration of the algorithm. Next, once the objects in the current pruned list have been considered for the trajectory calculation, the same process is carried out in a tree-search algorithm, starting from the arrival body of each of the temporary sequences found so far. When the total mission duration reaches the maximum allowed time (i.e. 10 years in the current scenario) or no feasible solar-sail trajectories are found, the algorithm stops and the sequence is considered complete.


Fig. 4 Sequence search.

The computational time of the described sequence search increases as the number of feasible transfer trajectories increases due to the tree nature of the search itself. For this reason, the code has been implemented using mixed

MATLAB/C code, speeding up the computations where bottlenecks have been found in the MATLAB code. Moreover, the algorithm is parallelized for different launch dates.

## C. Local Pruning of the Database

A local pruning on the available NEA database is performed, based on astrodynamics: this has been carried out in order to work on a locally reduced database, for the reasons mentioned in Section III.A. As shown in Fig. 4, the local pruning is performed at each leg of the sequence and it depends on the starting body of the respective leg.

Four conditions for the local pruning of the database are taken into account: the first three criteria are related to the in-plane trajectory, while the fourth takes into account the orientation of the orbital planes:
i) Semi-major axis change. The current spacecraft state is propagated in an outward and inward spiral by considering a control law that maximizes the semi-major axis change. The maximum and minimum semimajor axes obtained are then the maximum and minimum semi-major axes that the solar sail can reach starting from the current state and traveling for the maximum available time of flight. All NEAs with a semimajor axis outside the available range are therefore excluded from the locally pruned database for the current leg. In order to obtain the maximum and minimum semi-major axes, the locally-optimal law for changing the semi-major axis through solar sailing, described in Ref. [30], is used.
ii) Eccentricity change. As in the previous case, the trajectory is propagated by considering a control law that maximizes the change of the eccentricity and thus a maximum range of possible eccentricity variation is found. Only those NEAs with eccentricity inside the available range are included in the locally-pruned database for the current leg. The locally-optimal law for changing the eccentricity through solar sailing, described in Ref. [30], is used for this second local pruning.
iii) Longitude of pericenter, $\varpi=\omega+\Omega$. A transfer trajectory between two orbits (subscripts 1 and 2) with a large $\delta \varpi=\bmod \left(\varpi_{1}-\varpi_{2}, \pi\right)$ is, in fact, as more difficult to achieve as the eccentricities of the two orbits increase. For this reason, a threshold on the maximum variation of the longitude of pericenter has been considered for each object, taking into account the value of the eccentricity as follows:

$$
\begin{equation*}
\delta \varpi_{\max }:=\pi(1-e)^{2} \tag{9}
\end{equation*}
$$

By using this threshold, the arrival object is removed from the locally pruned database if at least one of the following conditions is not satisfied:

$$
\left\{\begin{array}{l}
\bmod \left(\varpi_{1}+\delta \varpi_{\max , 1}+\pi, 2 \pi\right)>\bmod \left(\varpi_{2}-\delta \varpi_{\max , 2}+\pi, 2 \pi\right)  \tag{10}\\
\bmod \left(\varpi_{2}+\delta \varpi_{\max , 2}+\pi, 2 \pi\right)>\bmod \left(\varpi_{1}-\delta \varpi_{\max , 1}+\pi, 2 \pi\right)
\end{array}\right.
$$

In Fig. 5, two examples (not to scale) are sketched in order to give a graphical view of the pruning on the longitude of pericenter given by Eq. (10). Fig. 5a shows a case in which Eq. (10) is satisfied and, in fact, the ranges of possible variation of $\varpi$ for the two objects overlap. On the other hand, in Fig. 5b, the orbit of the second object is more eccentric, so that the available range of variation of $\varpi$ is smaller and it does not overlap with the one of the first object. In this second case, the first condition in Eq. (10) is not satisfied and the second object is, therefore, not part of the locally pruned database for the current leg.


Fig. 5 Graphical view (not to scale) of the pruning on the longitude of pericenter. a) the ranges of possible variation of the longitude of pericenter for the two objects overlap; $b$ ) the ranges of possible variation of the longitude of pericenter for the two objects do not overlap.
iv) Angular momentum of the orbit. Let us define $\theta$ as the angle between the angular momenta of the two orbits:

$$
\begin{equation*}
\theta=\arccos \left(\hat{\boldsymbol{h}}_{1} \cdot \hat{\boldsymbol{h}}_{2}\right) \tag{11}
\end{equation*}
$$

Because a coplanar transfer is taken into account for the simplified trajectory description, a maximum value of $\theta$ is selected as threshold in order to consider the second object to be part or not of the locally pruned database. This way, objects are not considered where a change of the inclination and/or the longitude of the ascending node would be too large in the three-dimensional case.

## IV. Sequence Optimization

Once complete sequences have been found, an optimization problem must be solved in order to find 3D solar-sail trajectories.

The equations of the dynamics are defined by the following set of ordinary differential equations of motion:

$$
\begin{equation*}
\dot{\boldsymbol{x}}(t)=\mathbf{A}(\boldsymbol{x}) \boldsymbol{a}+\boldsymbol{b}(\boldsymbol{x}) \tag{12}
\end{equation*}
$$

where $\mathbf{A}(\boldsymbol{x})$ and $\boldsymbol{b}(\boldsymbol{x})$ are, respectively, the matrix and the vector of the dynamics as described in Ref. [31]. The propulsive acceleration $\boldsymbol{a}$ is given by Eq. (2).

The problem of finding the optimal control vector $\boldsymbol{u}^{*}=\left[\begin{array}{lll}N_{r}^{*} & N_{\vartheta}^{*} & N_{h}^{*}\end{array}\right]^{T}$ such that the total mission duration is minimized while fulfilling the dynamics constraints of Eq. (12) at any time, is solved via a direct transcription method [21]. The control vector $\boldsymbol{u}$ is bounded so that $N_{\vartheta}, N_{h} \in[-1,1]$, while $N_{r} \in[0,1]$ because of the inability of the solar sail to thrust towards the Sun. The unit-vector constraint is not explicitly enforced via a path constraint, but it is indirectly considered by normalizing all the components of the control vector with respect to its magnitude. In this way, there is one less constraint to be satisfied and the problem is numerically easier to solve. Note that the components of the sail normal unit vector are preferred to the sail cone and clock angles as control vector. Due to their periodicity, in fact, the sail control angles can lead to numerical issues within direct optimization methods.

The trajectory found through the coplanar shape-based approach is used as a first-guess solution for the optimizer, which transforms it into a complete 3D trajectory. The optimizer used in this work is the general-purpose optimal control software GPOPS-II*, which uses a variable-order adaptive Radau collocation method together with sparse nonlinear programming (NLP). The NLP solver SNOPT [32] has been used within this study. Both the $h p$ adaptive mesh refinement developed by Patterson and Rao [20], and the one developed by Liu and Rao [33] are considered for the optimization.

In order to help the numerical convergence of the optimizer, a scaled problem is taken into account for both the initial-guess generation and the actual optimization. A scaling used is so that $r_{\oplus}=1$ and $\mu=1$. By using this scaling

* http://www.gpops2.com, accessed on 25 August 2015.
and taking into account that the objects under study are NEAs, the magnitudes of position are always $\|\boldsymbol{r}\|=O(1)$ and the characteristic acceleration $a_{c}=0.2 \mathrm{~mm} / \mathrm{s}^{2}$ of the solar sail becomes $a_{c}=0.0337$ in normalized units. This scaling allows a description of the problem that is more suitable to numerical optimization, rather than using the International System units where $\|\boldsymbol{r}\| / a_{c}=O\left(10^{15}\right)$.

An algorithm has been developed in MATLAB to find the optimal trajectory in terms of total mission duration (Fig. 6). Given the selected sequence, the algorithm:

1) Automatically computes the initial guess for each leg separately by means of the shape-based approach with the objective function of Eq. (6), as described in Section II.A. In order to avoid possible numerical problems in the optimization phase that can affect the convergence of the optimizer, several initial-guess solutions are generated for each leg. That is, the trajectory is propagated by considering both a constant control law between two points of the shaped function and a spline interpolation of the control law. Moreover, two different stopping criteria are taken into account in the GA, so that four different initial-guess solutions are generated for each leg.
2) Optimizes the 3D trajectory leg by leg. Each initial guess is optimized both without considering any further scaling method and by further scaling the problem through the "automatic-guessUpdate" choice provided by GPOPS-II. Moreover, if no feasible or optimal solutions are found for the current leg, the default $h p$ adaptive mesh refinement is changed so that the one developed by Liu and Rao [33] is used for the whole optimization. Within this optimization phase, the solution of each leg is constrained to start at least 2 days after the arrival of the previous leg. In this way a multiphase optimization, which would only be used to reduce the total mission duration, is not necessary.
3) Finally, if at least one feasible solution is found in all the legs individually, the whole multi-leg trajectory is built.


Fig. 6 Automatic optimization algorithm.

## V. Multiple-Asteroids Rendezvous Mission Design

The methodology proposed has been applied considering a sailcraft with a characteristic acceleration $a_{c}=0.2 \mathrm{~mm} / \mathrm{s}^{2}$. In the following subsections, the results of the sequence search and a fully-optimized sequence are shown.

## A. Sequence Search Results

Starting from the launch date $t_{0}=28$ Nov 2019, a systematic search of sequences has been carried out on a set of launch dates spanning about 10 years with a step size of 3 months $\left(t_{0} \in[28 \mathrm{Nov} 2019,06\right.$ Oct 2029]). This choice of launch dates allows short and long-term variations in the phasing between objects to be taken into account. A stay time of 100 days has been considered between two consecutive legs within the sequence search algorithm (Fig. 4).

This search resulted in more than 4,800 unique sequences made of 5 encounters, of which at least one is a PHA. Moreover, many more sequences have been found by using this approach as compared to a previous study [34]. This is mainly due to the different pruning criteria used for the eccentricity and the inclination. Regarding the latter, sequences with highly-inclined objects have been discarded in Ref. [34] because of the 5 -deg threshold on the inclination taken into account in order to consider the transfers as planar. On the other hand, this paper shows the
possibility of finding sequences containing asteroids with inclination higher than 5 deg (e.g. the fully-optimized sequence described in Section V.B).

Fig. 7 shows the number of unique sequences found for each launch date. Only those sequences with at least one PHA and at least 4 encounters are taken into account for the plot. Here the term unique sequence is referred to the sequence of objects only, without taking into account the possible differences in time. It is important to note that more than 400 unique sequences with 5 encounters and at least one PHA have been found for a single launch date ( $t_{0}=14$ Apr 2028). This number increases up to more than 1,000 if the sequences with more than 4 encounters are taken into account (for $t_{0}=09 \mathrm{Jan} 2029$ ).


Fig. 7 Number of unique sequences with at least one PHA and 4 encounters as a function of the launch
date.
Fig. 8 shows an example of the first 3 legs of all the sequences with 5 encounters and at least a PHA found for the launch date $t_{0}=30$ Apr 2025. The graph shows the typical tree-nature of the solution. Two different sequences are considered having a rendezvous with the same object when the arrival times differ by 40 days at most. For example, the object $2012 \mathrm{BB}_{4}$ appears three times in the second leg, but the rendezvous times differ by more than 100 days. Therefore, these are considered as three separate branches of the solution tree. The sequence characterized by the dashed red line is the fully-optimized one shown in Section V.B.

Fig. 8 shows how several sequences are partly repeated. This allows the target asteroids to be easily changed, even after launch, if needed. Moreover, because of the propellant-less nature of the solar-sail technology, such a change is theoretically easier with a solar sail than with an electrical propulsion system.


Fig. 8 Tree graph of the first $\mathbf{3}$ legs of all the sequences with 5 encounters found for the launch date $\boldsymbol{t}_{\mathbf{0}}=\mathbf{3 0}$ Apr 2025.

Due to the tree nature of the sequence search and the need of a genetic-algorithm run to check the existence of each trajectory, the whole search has been carried out by running several parallel searches for the 41 launch dates over three different machines: a 3.4 GHz Core i7-3770, a 3.4 GHz Core i7-4770, and a 2.3 GHz Core AMD Opteron 6376. The first two machines have 16 GB of RAM and run Windows 7. The third one is part of the University of Glasgow Computer Cluster Facility*, has up to 8 GB of RAM per core and runs CentOS 6. Considering only those simulations carried out on the latter, which is the slowest machine, the average computational time for each sequence-search run is about 41.3 days, where each successful run of the shape-based approach took about 60 seconds on average.

## B. Sequence Optimization Results

One sequence has been selected, and fully optimized by means of the automatic algorithm described in Section IV, in order to validate the proposed methodology. This sequence has been selected among all the sequences found with 5 encounters, of which one is a PHA. All the objects in the selected sequence are part of the NHATS database

[^2]taken into account and the fourth one, $2008 \mathrm{EV}_{5}$, is also classified as PHA. Table 4 shows the encountered bodies in the sequence. The estimated size of the objects are calculated from the Minor Planet Center table of conversion from absolute magnitude to diameter, taking into account an albedo in the range 0.05 to 0.25 .*

Note that in Table 4 the change in inclination between two consecutive objects is always less than 5 deg, which is the threshold used for the coplanar approximation (Eq. (11)). However, Table 4 shows that the inclination of the encounters increases by moving from an object to the following, eventually reaching an inclination of about 10 deg for the last encounter. This result is significantly different respect to what could be found by following the method described in Ref. [34], in which a threshold of 5 deg on the maximum inclination was considered within the pruning of the whole database. Therefore, this particular sequence could not have been found because the last three asteroids have an inclination larger than the 5-deg threshold.

Table 4 Properties of the encounters of the considered sequence.

| Object | $2000 \mathrm{SG}_{344}$ | $2015 \mathrm{JD}_{3}$ | $2012 \mathrm{~KB}_{4}$ | $2008 \mathrm{EV}_{5}$ | 2014 MP |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Orbital type | Aten | Amor | Amor | Aten | Amor |
| Semi-major axis [au] | 0.977 | 1.058 | 1.093 | 0.958 | 1.050 |
| Eccentricity | 0.067 | 0.009 | 0.061 | 0.083 | 0.029 |
| Inclination [deg] | 0.111 | 2.730 | 6.328 | 7.437 | 9.563 |
| Absolute magnitude [mag] | 24.7 | 25.6 | 25.3 | 20 | 26 |
| Estimated size [m] | $35-75$ | $20-50$ | $20-50$ | $260-590$ | $17-37$ |
| EMOID [au] | 0.0008 | 0.054 | 0.073 | 0.014 | 0.020 |
| PHA | no | no | no | yes | no |
| NHATS | yes | yes | yes | yes | yes |

By following the optimization steps described in Section IV, a multiphase solution was found. The characteristics of the mission are briefly described in Table 5. The values in brackets are the ones found through the sequence-search algorithm and used as initial guess for the optimizer. Note that the stay time in brackets is always equal to 100 days,

* http://www.minorplanetcenter.net/iau/lists/Sizes.html, accessed on 25 August 2015.
since it is a value decided a priori, as specified in Section V.A. The end-to-end optimization phase, as described in Section IV, needed about 3 hours of computational time. It is important to note, however, that this is the overall time required by the automated algorithm and it takes into account also the time spent within the optimizer when the convergence was not achieved. If only the time spent by the optimizer to find the shown trajectory is considered, a total time of 330 s is needed for the end-to-end optimization of the whole multi-leg trajectory.

The sail is injected directly into an interplanetary trajectory at Earth, with zero hyperbolic excess energy. The mission is completed in about 9.4 years after departing from Earth on 10 May 2025. It is worth noting that the sail spends at least 4 months in the proximity of each object, giving sufficient time for close-up NEA observations.

Table 5 Mission parameters for the considered sequence. The values in brackets are the ones found through
the sequence-search algorithm and used as initial guess for the optimizer.

| Object | Stay time [days] | Start | End | Time of flight [days] |
| :---: | :---: | :---: | :---: | :---: |
| Earth | // | $\begin{aligned} & 10 \text { May } 2025 \\ & \text { (30 Apr 2025) } \end{aligned}$ | $\begin{gathered} 26 \text { Feb } 2027 \\ (11 \text { Mar } 2027) \end{gathered}$ | $\begin{gathered} 657 \\ (680) \end{gathered}$ |
| $2000 \mathrm{SG}_{344}$ | 123 |  |  |  |
|  | (100) | $\begin{gathered} 29 \text { Jun } 2027 \\ (19 \text { Jun 2027) } \end{gathered}$ | $\begin{aligned} & 06 \text { Sep } 2028 \\ & \text { (31 Oct 2028) } \end{aligned}$ | $\begin{gathered} 436 \\ (500) \end{gathered}$ |
| 2015 JD 3 | $\begin{gathered} 164 \\ (100) \end{gathered}$ |  |  |  |
|  |  | $\begin{gathered} 18 \text { Feb } 2029 \\ (08 \text { Feb 2029) } \end{gathered}$ | 24 Sep 2030 <br> (14 Nov 2030) | $\begin{gathered} 584 \\ (644) \end{gathered}$ |
| $2012 \mathrm{~KB}_{4}$ | $\begin{gathered} 160 \\ (100) \end{gathered}$ |  |  |  |
|  |  | $\begin{aligned} & 04 \text { Mar } 2031 \\ & (22 \text { Feb 2031) } \end{aligned}$ | $\begin{gathered} 29 \text { Sep } 2032 \\ (30 \text { Nov } 2032) \end{gathered}$ | $\begin{gathered} 576 \\ (647) \end{gathered}$ |
| $2008 \mathrm{EV}_{5}$ | 171 |  |  |  |
|  | (100) | $\begin{gathered} 20 \text { Mar } 2033 \\ (10 \text { Mar 2033) } \end{gathered}$ | $\begin{gathered} 30 \text { Sep } 2034 \\ (25 \text { Nov } 2034) \end{gathered}$ | $\begin{gathered} 560 \\ (625) \end{gathered}$ |
| 2014 MP | // |  |  |  |

The two-dimensional projection of the complete trajectory of the considered sequence is shown in
Fig. 9. The stay times at the objects are highlighted against the whole trajectory. The orbit of the Earth is plotted as well. Plots of the control histories on each leg are plotted in Fig. 10. The three components of the acceleration vector in the orbital reference frame over time are shown, together with the magnitude of the acceleration over time.

b)

Fig. 9 Heliocentric view of the complete three-dimensional trajectory of the considered sequence. a)
Ecliptic plane view. b) Three-dimensional view.


Fig. 10 Acceleration components history on each transfer leg.

It is worth noting that, despite of the few spikes in the control history shown in the plots in Fig. 10, the results are feasible by a solar sail with the currently-available technology. This can be demonstrated by studying both slew rate and angular acceleration of the sail required to follow the control histories shown in Fig. 10. Denoting the angle $\zeta$ as the angle between two consecutive attitudes, i.e. $\cos (\zeta)=\hat{N}\left(t_{i}\right) \cdot \hat{N}\left(t_{i+1}\right)$, the sail slew rate $\dot{\zeta}$ is defined as the rate of change of the sail attitude. Fig. 11a shows the sail slew rate for leg 4 of the current 5-NEA sequence. This leg has been chosen because it is the one with the highest value of slew rate. Fig. 11a shows that the sail slew rate is
always $\dot{\zeta}<4 \times 10^{-4} \mathrm{deg} / \mathrm{s}$. Studies on solar-sail attitude control in the literature show that a solar sail with a characteristic acceleration of $a_{c} \simeq 0.1 \mathrm{~mm} / \mathrm{s}^{2}$ is able to perform a 35-deg maneuver in less than 3 hours [4, 35], thus with an average sail slew rate of $\dot{\zeta} \simeq 5 \times 10^{-3} \mathrm{deg} / \mathrm{s}$. Moreover, Ref. [35] shows that the spike in the slew rate for a 35-deg yaw maneuver is $\dot{\zeta}_{\text {max }} \simeq 0.03 \mathrm{deg} / \mathrm{s}$, which is higher than the maximum slew rate required during the whole mission described here.

However, the angular acceleration needed to follow the control found through the optimization algorithm shall also be investigated in order to verify the feasibility of such a mission from the attitude-control point of view. Fig. 11b shows the angular acceleration for the fourth transfer leg of the considered sequence, obtained by time differentiation of the sail slew rate shown in Fig. 11a. It is possible to see a spike in the angular acceleration, related to the pick in the slew rate, of $\ddot{\zeta} \simeq 2.2 \times 10^{-9} \mathrm{deg} / \mathrm{s}^{2}$. For comparison, note that the maximum torque allowed for a Mars rendezvous mission in Ref. [36] (pp. 69-86) is set to $\tau_{\max }=10^{-3} \mathrm{Nm}$. Since a solar sail with an area $A=(160 \mathrm{~m})^{2}$ and a total mass $m=450 \mathrm{~kg}$ is taken into account [36], the equivalent maximum allowed angular acceleration is $\ddot{\zeta}_{\text {max }} \simeq 6 \times 10^{-8} \mathrm{deg} / \mathrm{s}^{2}$, considering a perfect square sail rotating around one of the principal axes of inertia on the sail plane. This value is larger than the largest one needed to achieve the proposed transfers.

Since no explicit constraints have been set on neither the sail slew rate nor the angular acceleration within the optimization algorithm, further optimization may be needed if stricter constraints are required.


Fig. 11 Sail slew rate (a) and sail angular acceleration (b) over time on the fourth leg.

## VI. Conclusions

A methodology to find sequences of encounters for multiple near-Earth asteroid (NEA) rendezvous missions through solar sailing was presented. In order to increase the possibility of finding objects of sufficient interest for planetary defense, science, and technology demonstration, only potentially hazardous asteroids (PHAs) and NearEarth Object Human Space Flight Accessible Target Study (NHATS) asteroids were pre-selected for being part of the database in this study. In addition to selecting the objects of interest, this allowed a reduction in the total computational effort needed for finding trajectory sequences. A search-and-prune algorithm was used to find sequences of encounters for a multiple-NEA rendezvous mission. Local pruning, based on astrodynamics, was used in order to find as many sequences as possible within an acceptable amount of computational time. Therefore, a shape-based trajectory model for solar sailing was developed in order to have a good approximation of the trajectory, ensuring that the sequence is likely to be feasible with a detailed trajectory model. Finally, an automatic algorithm was developed in order to optimize the full solar-sail trajectory of the sequences chosen from the output of the sequence search.

A wide range of launch dates has been tested. This has been done in order to have more flexibility on the initial mission time and the possibility to choose a launch window also on the basis of the amount of possible sequences. This work resulted in more than 4,800 unique sequences made of 4 NHATS asteroids and at least one PHA within less than 10 years of total mission duration. Among all of those sequences, one has been selected to be shown and fully optimized for the complete multi-leg trajectory. This resulted in a total mission duration of less than 10 years and at least 4 months spent in the vicinity of each object for close-up observations.

Lastly, the novel coplanar shape-based approach for solar sailing has been demonstrated to give good results both within the sequence search and as initial-guess solution for the three-dimensional direct optimization.

## Appendix A. Supplementary data

Supplementary data associated with this article can be found at http://dx.doi.org/10.5525/gla.researchdata.326. The dataset contains the names and ephemerides of the objects part of the reduced database discussed in Section III.A and the data of the full trajectory shown.
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