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The application of differential phase contrast imaging to the study of polycrystalline magnetic thin films
and nanostructures has been hampered by the strong diffraction contrast resulting from the granular
structure of the materials. In this paper we demonstrate how a pixelated detector has been used to detect
the bright field disk in aberration corrected scanning transmission electron microscopy (STEM) and
subsequent processing of the acquired data allows efficient enhancement of the magnetic contrast in the
resulting images. Initial results from a charged coupled device (CCD) camera demonstrate the highly
efficient nature of this improvement over previous methods. Further hardware development with the
use of a direct radiation detector, the Medipix3, also shows the possibilities where the reduction in
collection time is more than an order of magnitude compared to the CCD. We show that this allows
subpixel measurement of the beam deflection due to the magnetic induction. While the detection and
processing is data intensive we have demonstrated highly efficient DPC imaging whereby pixel by pixel
interpretation of the induction variation is realised with great potential for nanomagnetic imaging.
& 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Differential phase contrast (DPC) is an imaging technique
which enables direct imaging of electromagnetic fields in the
scanning transmission electron microscope (STEM). It has been
applied very effectively across a wide length range and has fa-
cilitated atomic scale electric fields [1] and magnetic domain and
magnetic stray field observations [2]. Electric field imaging is
generally performed in standard high resolution mode while
magnetic imaging almost always requires a low magnetic field
environment at the sample. For the latter, the objective lens of the
microscope is either switched off or only weakly excited. Detection
and the resultant imaging of electromagnetic fields in DPC is most
easily understood in terms of the classical sample induced Lorentz
force deflection of the incident electron beam. However, under-
standing of the fundamental basis for DPC imaging requires proper
consideration of the phase-shift caused by the electromagnetic
fields to the wavefunction of transmitted electrons. Fields due to
scalar electrostatic potentials, e.g. atomic electronic potentials,
dielectric moments and extrinsic applied electric fields, induce
phase changes through Coulomb interaction with the beam.
Magnetic interaction with the electron beam, arising from mag-
netisation due to atomic magnetic moments, and intrinsic stray or
r B.V. This is an open access article

. McVitie).
extrinsic applied magnetic fields, is understood through the
quantum mechanical Aharonov–Bohm effect [3]. Thus, proper
calculation or simulation of DPC images must be based on a wave-
optical approach.

Detection of the electron beam deflection/phase effect has
traditionally been achieved with a segmented detector [4,5] from
which differential phase contrast is obtained by forming difference
signals from opposing segments [6]. The geometries employed
include bi-split [4], quadrant [7] and annular quadrant [8] with
significant performance improvements being gained for imaging
of polycrystalline magnetic thin film structures with the latter. In
such films contrast arising at grain boundaries can produce con-
trast variations as strong, or stronger, than those arising from the
intrinsic magnetisation and contributes unwanted signal variation
in the differential phase image.

In this paper we demonstrate that the highest magnetic DPC
imaging performance is obtained when a pixelated detector is
used to collect the entire bright field disc of electrons transmitted
by the sample. Specifically, we show that for magnetic nano-
structures fabricated from polycrystalline thin films almost com-
plete separation of crystal structure contrast from the magnetic
phase contrast can be achieved. In the following sections we dis-
cuss the theoretical basis for DPC contrast in magnetic samples,
the effect of segmented detector geometry on the contrast transfer
function before going on to show results from processing of DPC
datasets obtained using pixelated detectors. The results demon-
strate the potential for pixelated detectors for samples with strong
under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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polycrystalline diffraction contrast and we discuss the image
processing methods which allow the magnetic signal to be ex-
tracted from the datasets.
2. Theory

Differential phase contrast of magnetic materials can be inter-
preted in simple terms on a classical level due to applied forces.
However a quantum mechanical wave-optical approach may also
be considered, which although less intuitive allows image calcu-
lation from simulations by simple Fourier methods. Firstly we
reproduce the arguments to show these approaches to be
equivalent and then discuss how we can use this information to
propose methods to extract more efficiently the magnetic in-
formation present when using a pixelated detector system. In the
simple classical approach we consider what happens when an
electron beam passes through a uniformly magnetised film of
thickness t with a saturation induction of BS, like that shown in
Fig. 1(a). As the film is magnetised in-plane the Lorentz force

= ( × )qF v B leads to a magnetic deflection angle βL given by:

β λ= − ( )
e
h

B t, 1L S

where e is the magnitude of electronic charge, λ is the electron
wavelength and h is the Plancks constant [6]. Typically for a 10 nm
thick film of permalloy (saturation induction 1.0 T) and using
200 kV electrons this gives a value of μ6.4 rad. This value is around
three orders of magnitude less than a typical Bragg scattering
angle. In general the induction may not be uniform and would
then involve an integral along the electron path (dl). In vector
form this is given by:

∫β λ= − × ( )
e
h

B dl. 2L

Eqs. (1) and (2) provide an intuitive interpretation of the Lorentz
effect in that detection of the magnitude and direction of the de-
flection of the beam allows the integrated induction, perpendi-
cular to the beam, to be measured. Alternatively we may consider
the effect of the phase of the electron beam by the magnetic po-
tential in and around the sample. For a magnetic material this is
given by the Aharonov–Bohm effect [3] which relates the phase
change, ϕΔ , between 2 electrons following paths as shown in Fig. 1
(b):
Fig. 1. (a) STEM schematic of electron beam passing through regions of a uniformly m
showing enclosed magnetic flux in the specimen between the 2 trajectories. (c) Image
∫ ∫ϕ π πΔ = − · = − · ( )
e
h

e
h

A dl B dS2 2 . 3

The line integral of the vector equation is not so intuitive as it
involves the not so commonly used magnetic vector potential A .
However using vector calculus this can be converted into a surface
integral (over dS) of the magnetic flux (and hence the more in-
tuitive quantity B) through the surface connecting the electron
paths. If we then consider the uniformly magnetised thin film as
shown in Fig. 1(b) the linear phase variation in the x direction can
then be written as:

ϕ π= − ( )
e
h

B tx2 . 4S

In wave optical theory this phase appears in the wave function of
the beam just after it has traversed the sample as a complex ex-
ponential ( ϕ( )iexp ). The phase variation, for such a uniformly
magnetised thin film considered here, is linear in x, i.e. ϕ π= k x2 L

with the spatial frequency kL associated with the integrated
magnetic induction. In STEM the probe forming aperture defines
the probe semi-angle α of the focused probe. In the absence of a
sample the probe projects a uniform disk on to the detector plane
with a radius in reciprocal space of α λ= ( )αk / . This is shown in
Fig. 1(c) when a CCD camera is used to image the bright field
electron disc (further details in next section). The detector plane
can be considered in angular terms or equivalently in spatial fre-
quency. The equivalence of the classical and quantum approaches
can be shown by taking the derivative of Eq. (4) with respect to x
which results in (for the 1D case for a uniformly magnetised film):

ϕ π π
λ

β π∂
∂

= − = − = − ( )x
e
h

B t k2
2

2 . 5S L L

In terms of STEM imaging the presence of a magnetically in-
duced phase gradient is detected through the bright field disc,
with form S(k) in the detector plane being displaced to ( − )S k kL . It
should be noted that magnetic thin films are generally regarded as
strong phase objects. As an example the deflection angle calcu-
lated earlier for a uniformly magnetised 10 nm Permalloy film
imaged with 200 kV electrons corresponds to a phase gradient of

π2 every 350 nm in the direction transverse to the magnetisation.
However the spatial frequency, ( )−350 nm 1, associated with the
phase gradients due to magnetic film is very low and often only a
small fraction of the maximum spatial frequency associated with
the probe, typically (1–5 nm)�1. We discuss this further now in
agnetised thin film. (b) Beam path of two electrons considered for electron phase
of central diffraction disk in STEM mode captured on CCD camera.



Fig. 2. (a) Schematic of split annular detector showing important spatial frequencies; from magnetic film (kL), probe (kα) and inner and outer annular detector radius (ki and
ko respectively), (b) Bragg condition change between differently oriented grains, and (c) example of central diffraction disk imaged with CCD camera at grain boundary.

M. Krajnak et al. / Ultramicroscopy 165 (2016) 42–5044
terms of detector geometry and contrast transfer functions.
For a basic understanding of the basis of magnetic DPC imaging

we consider a split annular detector where the bright field disk has
been displaced due to presence of a magnetic thin film as shown
in Fig. 2(a). The important parameters here are the spatial extent
of the probe αk , the size of the inner radius of the annulus ki, outer
annulus ko and the displacement of the disk due to magnetic film
kL. In this case we see that the disk displacement is very small, as
argued earlier, and also the hole is still covered by the disk. A
simple understanding here is that by taking the difference of the
intensity falling on the left half minus the right half we get a signal
which is proportional to the phase gradient. Due to the small
displacement of the disk we can make the approximation that the
left hand signal is proportional to π π( ) + − ( )α αk k k k/2 2 /2L i

2 2 . The
right hand signal is given by π π( ) − − ( )α αk k k k/2 2 /2L i

2 2 . The dif-
ference signal is therefore αk k4 L, which is linearly proportional to
the magnetic spatial frequency or deflection angle. Interestingly
the presence of the hole does not affect the magnitude of the
difference signal. The effect of the hole was discussed in detail for
magnetic imaging [8] when consideration of the high spatial fre-
quency contrast resulting from small (5–10 nm) crystallites was
shown to be reduced with the annular detector arrangement. In
that paper the contrast transfer function was calculated based on a
representation of perfect sinusoidal phase variations resulting in
the concept of overlapping disks which is a commonly used
principle for calculations of contrast transfer functions [4,9–11].
The result was the proposal of modified DPC imaging whereby the
size of the bright field disk relative to the hole ( )αk k/i was opti-
mised to enhance the low spatial frequency magnetic signal to the
high spatial frequency contribution from the crystallites. This can
be illustrated simply as shown in Fig. 2(b) where the effect of grain
orientation is highlighted schematically. Differently oriented
grains result in different Bragg scattering conditions, while if both
are magnetised in the same direction they will also deflect the
beam by the same amount. Of course the magnetic deflection
(μ )rads is tiny compared to the Bragg scattering angles ( )mrads If it
was only the case of a different intensity in the bright field disk for
each grain the difference signal could be normalised with the total
signal falling on the quadrant detector. However it is apparent that
intensity variations within the disk are present as seen in Fig. 2(c),
when the disk overlaps more than one grain. The effect of the hole
in an annular detector will reduce this contribution but for many
very thin polycrystalline magnetic films even this modified DPC is
insufficient to bring out the magnetic contrast strongly. Therefore
the effects seen at grain boundaries or multiple scattering events
are a real source of difficulties in interpreting small beam dis-
placement. With aberration correction [12,13] enabling a spatial
resolution of 1 nm (with the objective lens off or weakly excited)
for imaging of magnetic structure [14,15] this problem has become
a significant and limiting one.
In the next section we describe how these effects can be

overcome by the use of pixelated detection. In order to do this we
assume that the disk movement is due only to magnetic phase
effects and that intensity variations within the disk arise from
differential scattering from grains. These assumptions are justified
by the results obtained and further comment is given in the con-
clusions section.
3. Experimental details

All the imaging described in this paper was carried out on a
JEOL Atomic Resolution Microscope (JEM-ARM200F), operating at
200 kV [15]. This microscope is equipped with a cold field emission
gun and a CEOS (Corrected Electron Optical Systems GmbH) probe
corrector for STEM imaging. DPC imaging was carried out with the
HR objective lens polepiece switched off with the sample then
sitting in the remanent field of the lens which is around 150 Oe out
of plane. An 8 segment silicon photodiode array detector (supplied
by Deben UK Ltd. comprising a solid quadrant inside a contiguous
annular quadrant) was used for the DPC imaging. The signal from
the detectors was converted and amplified using the “Superfast”
amplifier (Andrew Armit Designs). The 8 detected signals were
acquired, mixed and displayed via four Gatan Digiscan II units
which mean that up to 16 signal combinations may be displayed
simultaneously. An example of the images obtained from this
system is shown in Fig. 3 which shows images taken at two dif-
ferent magnifications of a square of 30 nm thick permalloy with
side length of 1 μm fabricated by FIB lithography. Different signals
from opposite segments of the detector are used to map ortho-
gonal components of integrated induction, the mapping directions
indicated by the double headed arrows. Permalloy is a soft mag-
netic material with the domain structure determined by a balance
between the ferromagnetic exchange energy and the magneto-
static energy. In this case a flux closure domain structure is ob-
served in the Permalloy with the magnetisation following the
edges to reduce magnetostatic energy. This results in 4 well-de-
fined domains with a rotation vortex domain structure in the
centre. This is very apparent in the lower magnification images in
Figs. 3(a) and (b). However when the centre of the square is im-
aged at higher magnification very strong diffraction effects are
seen from the polycrystalline grain structure of the material,
shown in Figs. 3(c) and (d). The underlying magnetic contrast is
just about visible, however the intensity variation on the 5–10 nm
scale virtually swamps the magnetic contrast. This small scale
variation is due to the differential Bragg scattering from the face
centred cubic, randomly oriented grains illustrated schematically
in Fig. 2.



Fig. 3. Example of segmented DPC detection, 30 nm thick μ1 m sized square per-
malloy structure, (a) and (b) 2 orthogonal components of integrated magnetic in-
duction; (c) and (d) detail of the same region showing diffraction effects visible at
higher magnification.

Fig. 4. (a) Schematic of standard 4 quadrant DPC detector and (b) a pixelated de-
tector. The probe radius kα is indicated along with the deflection kL arising relative
to the centre of the quadrant detector.
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Detection of the central diffraction disk by a pixelated detector
was initially performed on a CCD camera (Gatan Orius). In itself
the CCD camera is not an ideal imaging system for STEM e.g. due
to charge spreading and its low frame rate. However it can be used
to demonstrate the principle and advantages of pixelated detec-
tion in DPC. The Orius camera has 11MPix resolution
(4008�2672 pixels), which was binned 4� to reduce the large
amount of data needed for a diffraction pattern acquired for each
scan point in STEM and charge spreading. The maximum frame
rate of the camera (14 fps) is also a limiting factor and as such we
chose a beam dwell time of 50 ms resulting in an acquisition time
of 12 min for a ×100 100 pixel image, taking account of the
readout time of the camera. Such long acquisition times are not
practical with stability and sample drift issues if a larger image set
were to be taken. To achieve greater than an order of magnitude
reduction in pixel dwell time, and therefore a corresponding in-
crease in scan-rate, we have installed a small, ×256 256 pixel
direct solid state detector. The Medipix3 detector [16] is a counting
detector originally designed for X-ray photon imaging. It has a
unique architecture that combines, for each pixel, analogue and
digital circuitry that can be optimised for the detection of single
200 keV electrons. In principle a maximum frame rate of 3000 fps
is possible. However, the actual frame-rate depends on the per-
formance of the readout system that is connected to the detector.
In our installation, using the MERLIN readout system [17] frame
rates of up 1200 fps are possible for short bursts. Sustained read-
outs of 500 fps were employed for pixelated STEM detection.

All imaging experiments were conducted on a 20 nm thick
permalloy ( )NiFe film doped with 5% platinum, which was de-
posited on Si N3 4 support membrane.
Fig. 5. DPC images acquired from a domain wall in a 20 nm thick permalloy film
doped with 5% platinum, (a) bright field image (sum of quadrant signals)
and (b) difference signal showing integrated magnetic induction component as
indicated by double headed arrow.
4. Data analysis

Conventional DPC imaging was performed using a beam con-
vergence semi-angle α = 0.537 mrad with corresponding spatial
frequency ( )−5 nm 1.

Employing a camera length of 300 cm the central diffraction
disk impinged only on the inner 4 quadrants of the 8 quadrant
detector, as shown schematically in Fig. 4(a). Components of the
beam deflection and hence the integrated induction were mapped
by taking difference signals from opposite segments i.e.
( + ) − ( + )A B C D and ( + ) − ( + )A D B C . Bright field images were
obtained by adding all 4 segments ( + + + )A B C D . Images of these
combinations are displayed in real-time with the Gatan system as
the images are acquired. In order to allow comparison to be made,
the same probe convergence semi-angle and camera length were
used for experiments involving the CCD camera. The projected disc
had ∼600 pixels diameter after binning. In the pixelated datasets a
scanning pixel spacing of 5 nm was used, compared to 2.5 nm pixel
steps in standard DPC. The pixelated scan was undersampled due
to the practical limit of 100�100 diffraction disk acquisition and
need to image field of view big enough for comparison with
standard DPC.

For comparison the geometry of the pixelated detector is
shown schematically in Fig. 4(b). Rather than recording and
combining signals an image of the disk is obtained at each point in
the scan. The image set can then be interrogated to extract in-
formation regarding the position of the disk. Such an arrangement
where a pixelated detector has been used to reproduce the seg-
mented DPC detector geometry has been proposed previously to
map stray fields and domains in a single crystal material [18]. In
the present work however we will explore techniques which allow
intensity variations present in the disk, due to the differential
scattering from the small polycrystallites, to be taken out of the
image formation by analysis of the data by mathematical
algorithms.

Fig. 5 shows images obtained from a domain wall by standard
DPC imaging on the permalloy doped film. In (a) the summed
quadrant signal, effectively a bright field image can be seen
showing the granular structure of the film. While in (b) a differ-
ence quadrant image shows the induction component parallel to
the length of the wall. Again one can see the large non-magnetic



Fig. 6. Centre of mass analysis; (a) bright field image generated by sum of 100�100 diffraction disk images, (b) and (c) example of disk images from pixels highlighted in
bright field image labelled 1 and 2, (d) and (e) result of threshold algorithm of the same images, and (f) resulting image of component of integrated magnetic induction along
domain wall after processing with centre of mass algorithm.
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contributions in this image. DPC imaging with a segmented de-
tector can be considered as measuring the position of the disk on
the detector. If the BF disk is assumed to be of uniform intensity
the DPC images could be considered as a measure of the centre of
mass of the disk. Of course with the diffraction contrast giving the
large intensity variations within the disk this assumption breaks
down and we therefore see the magnetic information but with
added unhelpful crystalline contrast. As an interesting aside, for
imaging on a different lengthscale, we note that for atomic scale
DPC imaging the centre of mass method has been proven effective
when a non-uniform BF disk results from the atomic electric fields
[19] where no disk deflection was observed. As will be demon-
strated in the following sections, the pixelated detector allows
substantial separation of phase and structural (diffraction related)
information.

4.1. Centre of mass disk deflection registration

Probably the simplest approach to extract the position of the
centre of the circular diffraction disk is to threshold the signal. This
should create a binary mask for which the centre of intensity al-
gorithm will be applied:

=
∑

∑
X

x I
I

i

i

i i

i

where xi is the position of the pixel and Ii is its corresponding
intensity. The result = ( )x yX , gives the position of the centre of
the disk. This is done for all ×100 100 images of the central dif-
fraction disk. In principle this should result in a set of uniform
intensity white disk images, which can then be easily analysed to
obtain the 2 orthogonal displacement components. The displace-
ment can be expressed as an absolute value of deflection angle, βL,
as the disk diameter is given by α2 which acts as a calibration. The
deflection can then be converted to an integrated induction
through Eqs. (1) and (2). An illustration of the methods used here
is applied to a region of the sample containing a °180 domain wall.
In Fig. 6(a) the bright field image is shown which has been cal-
culated from the 100�100 image set using the acquired data. To
further illustrate the data we label 2 points on this image from
which we display the diffraction images and these are shown in
Figs. 6(b) and (c), these represent a disk with (a) almost constant
intensity and (b) one with a typically large intensity variation. We
note that the intensity variation within the disk was not connected
to the domain wall, where no systematic intensity variation was
observed within the disk. For these images a threshold is applied
in an attempt to create top hat patterns for the disks. The results
for these are shown in Figs. 6(d) and (e) respectively. However due
to the signal variation and noise present neither disk data pro-
duces a completely perfect top hat function, though clearly Fig. 6
(d) is a better representation than Fig. 6(e). Applying this threshold
to the whole data set, the position of the centre of intensity can
then be calculated for each point. The displacement can be map-
ped as two orthogonal directions and so two integrated induction
components. The orientation of the two directions was adjusted to
map the components along and perpendicular to the domain wall.
The resulting integrated induction component mapping the com-
ponent parallel to the domain wall is shown in Fig. 6(f). While it is
apparent that the threshold algorithm does not work perfectly to
produce uniform disk images for analysis, the improvement over
the DPC image is powerfully evident when comparing Fig. 5(b) and
Fig. 6(f). As a first approach this has had significant success in
enhancing diffraction contrast filtering compared to standard DPC.
We now explore another possible method to further improve the
diffraction contrast suppression.

4.2. Cross-correlation disk deflection registration

While the threshold and centre of mass method in the previous
section showed an improvement of the magnetic contrast further
processing of the data was explored to overcome some of the
problems encountered with the variation in intensity observed in
the disk. As suggested by [20], edge filtering and cross-correlation
can be advantageous and simple to use in electron microscopy. In
that investigation the problem of automating image registration
due to spatial drift during long period image acquisition, for en-
ergy filtered imaging, was tackled successfully using a smoothing
kernel and Sobel operator. This made cross-correlations easier for
image registration. In our work a simple application of this tech-
nique to the diffraction disk position movement allows accurate
location of the disk edges for each diffraction image. The
smoothing kernel and Sobel operator of 3�3 size were applied to
acquired diffraction disks. Here we are imaging effectively the
same pattern in each image, hence this filters shot noise and any
small variations of the edge of central diffraction disk. Application
of these operations to the two disk images in Fig. 6 is reproduced
in Fig. 7(a) and (b) resulting in edge images, Figs. 7(c) and
(d) respectively. While the original intensity variations in the disks
show some resulting intensity variation around the edge images,
the locations of the disks are accurately identified. Resulting edge



Fig. 7. Cross-correlation image registration; (a) and (b) images of same disk as in previous analysis, (c) and (d) edge pattern generated by smoothing and Sobel algorithm,
(e) cross-correlation pattern of edge (d) with ideal disk edge, with line profile detail (f) resulting map of integrated magnetic induction generated from positions of maxima
of cross-correlation patterns.
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patterns were cross-correlated with the image of ideal disk edge.
This was generated by thresholding of one disk from the dataset,
smoothed to fit beam edge dispersion and as final step the Sobel
algorithm was used to generate ideal edge profile. The position of
the maxima of the cross-correlation pattern then corresponds to
the disk deflection. An example of a cross-correlation pattern is
shown in Fig. 7(e). Displacement measurements extracted from
the edge images then reveal an induction variation at the domain
wall as shown in Fig. 7(f). The improvement over the thresholding
and centre of mass algorithm is powerfully evident. We compare
the images quantitatively in the next section.

One of the main difficulties of this approach is that the calcu-
lation of the displacement, and hence the deflection, is that it is
rounded to integer pixel values. This is unsatisfactory for precise
measurements as the maximum displacement for the example
given here was 5 pixels. However this analysis can be enhanced by
interpolating and curve fitting of the cross-correlation pattern
suggested by other studies involving image alignment [21–23]. A
script developed with Gatan imaging software [22] was used for
interpolation. In simple terms the script works by reading neigh-
bouring pixels of the maxima of the cross-correlation pattern,
which are used to interpolate the position of maxima of a second
order parabola for both orthogonal deflections. In our case this
compares similar edge structures and so any non-linearity asso-
ciated with this approach can be ignored.

Another option applied to electron microscopy images sug-
gested by [20] is to up-scale the pixelation of the diffraction
images and then apply the cross-correlation. In this situation this
is impractical due to the constraints of memory and data handling.
If scaled to achieve decimal registration, this operation will involve
∼1000 GB of data to be processed, with further complications
coming from scaling complexity of cross-correlation. To check the
quality of image registration we looked at the standard deviation
from a uniformly magnetised region such as the bottom right area
in Fig. 7(f). The calculated standard deviation for this uniform area
was 4% of detected deflection signal, which corresponds to only
0.09 pixel. Such a variation can be attributed to, for example the
stability of long scanning acquisition and any small uncorrected
descan effects.

A further point to note is that the smoothing of the 3�3 kernel
size can impose nonlinearities in registered position. For this da-
taset the deflection of the beamwas in the range of a few pixels, so
this was not a problem here. However if the deflection of the disk
is rather small and subpixel accuracy becomes essential (imaging
of materials with small in-plane magnetic induction), the 3�3
kernel may not be satisfactory for smoothing. This imposes limits
on the sensitivity of the system. We show how this can be im-
proved for subpixel accuracy at the end of the next section when
we present initial results from the Medipix3 detector, where a
higher resolution probe is used. In such a case when the maximum
disk displacement becomes close to the pixel size it is necessary to
replace the 3�3 kernels with functions which provide greater
precision.
5. Discussion

We now compare the results from the images quantitatively to
demonstrate and justify the approaches we have proposed for the
improvements to the images. Fig. 8 shows a comparison of the
images and intensity line profiles obtained by standard DPC, to-
gether with the thresholding centre of mass and edge filtering
algorithms. Firstly Fig. 8(a) is a standard DPC image together with
a single linetrace across the domain wall as shown in Fig. 8(b). The
intensity has been calibrated to electron deflection angle as in-
dicated to the right hand side of the images. It is evident that while
the domains are visible by eye in the image, the small scale signal
variation due to the crystallites masks the wall profile in the
linetrace. From the same image but averaging over 80 lines
(200 nm in length) as shown in Fig. 8(c) we can see a better re-
presentation of the magnetic signal variation across the domain
wall, visible in Fig. 8(d). This is possible for a 1D object such as a
straight domain wall, but a considerable signal variation from the
crystallites is still present. Moving on to the thresholding and
centre of mass algorithm image and single linetrace in Figs. 8(e
and f), we can see the magnetic signal variation much more easily.
Further improvement in the visibility of the magnetic signal var-
iation using the edge detection and cross-correlation is seen in
Figs. 8(g and h) where the difference compared to the standard
DPC image is clearly evident. Results of least square fitting of
the °180 domain wall profile for the 3 methods are compared in
Table 1 where the wall induction profiles are fitted to a 1D hy-
perbolic tangent function, with a width fitting parameter A, i.e.

= ( )B B x Atanh /s [24]. The results are consistent with each other
although the increased precision of the measurements, particu-
larly for the edge filtering method is clear. For reference a 20 nm
thick permalloy film should have a maximum deflection of

μ12.7 rad, given the variation in thickness and moment associated
with sputtered materials the measured values are consistent with
these parameters.



Fig. 8. Comparison of digitally corrected magnetic induction of °180 domain wall. (a) and (b) standard DPC image and its profile, (c) and (d) same image with 80 line average
profile, (e) and (f) centre of mass result with its profile, (g) and (h) cross-correlation result with its profile. Quantification of the grey scale of the images is shown in the right
of image (g).

Table 1
Comparison of measured domain wall width fitting parameter A (from 1D hyper-
bolic tangent function) using least squares. The measurements were made from the
profiles in Fig. 8(d) (DPC), Fig. 8(f) (centre of mass method) and Fig. 8(h) (edge
filtering method).

Method [ ]A nm

DPC ±44 5
Centre of mass ±46 4
Cross-correlation ±48 1

Fig. 9. Example of subpixel resolution with images acquired with the Medipix3 de-
tector. (a) and (b) are examples of BF disk images showing typical intensity variations
observed for acquisition times of 1 ms (c) bright field reconstructed image, (d) and
(e) are DPC images mapping induction components indicated by the double headed
arrows, (f) RGB colour image with wheel showing integrated in-plane magnetic field
direction and magnitude. (For interpretation of the references to color in this figure
caption, the reader is referred to the web version of this paper.)
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The goal of the methodology employed here has been an at-
tempt to remove the intensity variations due to the high spatial
frequency effects of the scattering from the crystallites particularly
at the boundaries. In doing this we obviously wish to preserve the
integrity of the low spatial frequency signal due to the magnetic
induction. The magnitude of the crystallite effect on the bright field
disk intensity variation is abundantly clear from Figs. 5 and 6. Such
is the magnitude of the signal variation that even thresholding to
find the disk position by the centre of mass works only up to a
point. We have shown a significant improvement on this by using
the edge filtering algorithm which demonstrates a step change in
what can be achieved for thin magnetic polycrystalline films. While
further work and analysis is required it would appear that this type
of processing of the diffraction data represent a super efficient
version of the modified DPC imaging set up. It was previously found
[8] that the best imaging with an annular detector for low spatial
frequency magnetic signals occurred when the ratio of radii of the
inner hole of the annulus to that of the bright field disk ( αk k/i ) was
close to unity. In effect the edge filtering and cross-correlation ap-
pear to represent a modified DPC set up with a value of virtually
unity in so much as it allows the determination of the disk position
very accurately by removing the diffraction effects. We aim to fur-
ther quantify this effect in future work.

In Fig. 9 we show an example of pixelated DPC imaging from
reconstructing disc images acquired using the Medipix3 detector.
STEM imaging was performed with a probe convergence semi-
angle of α = 2.2 mrad corresponding to a spatial frequency of
( )−0.8 nm 1. The STEM image pixel spacing was 4.9 nm representing
an undersampled imaging condition. Data acquisition took ∼2 min
for 256�256 resulting image files. The Medipix3 detector was
operated in single pixel mode with a 1 ms acquisition time and
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0.85 ms read out time. This gives a speed improvement ratio of
∼35 over CCD camera acquisition and we expect to improve this
further by investigating where rate limitations are occurring for
data transfer. Fig. 9 is produced through analysis of an ∼8 GB raw
uncompressed dataset, which took 7 min to analyse using a
compiled and improved version of the algorithm presented. To
illustrate the improvement over the CCD disk detection we show,
in Figs. 9(a) and (b) the detected disk with intensity variation si-
milar to those shown in Fig. 6 for the CCD. It should be noted that
the individual images here were acquired in 1 ms compared to
50 ms for the CCD in Fig. 6. Fig. 9(c) shows the bright field STEM
image produced by summing the pixel intensities for each disc
image. To produce Figs. 9(d–f) the disc shift registration method
was the same as presented already in previous section for the edge
detection. However the accuracy of the edge detection method
with the previously used Sobel filter (3�3 kernel) gave imprecise
results for the pixel displacements here, which were less than one
pixel. Using a suggestion from previous work to improve spatial
drift correction [20] we replaced the Sobel filter, employed in
Fig. 7, by a convolution with the gradients of a 2D Gaussian
function of the same size as the source image. The edge image is
provided from the magnitude of resulting images, which then al-
lows displacement measurement by the cross-correlation method
to a far greater precision than the Sobel filter, indeed subpixel
precision is possible with this procedure. The total deflection of
the electron disc in Fig. 9 was 1.1 pixels across all orientations of
the magnetic domains present. Thus, by improving our approach,
we have shown that accurate subpixel detection of disc shifts is
possible.
6. Conclusions

Problems with diffraction contrast from polycrystalline films
have long been a problem for STEM DPC imaging of magnetic thin
films. Hardware improvements such as an annular quadrant de-
tector help to an extent, however we have shown in this paper
that the combination of a pixelated detector and software pro-
cessing of the bright field disk images gives a huge improvement
in the efficiency with which the magnetic phase information can
be imaged. This can be achieved even with a standard CCD camera
and demonstrated impressively when the edge detection is used,
however the acquisition rates are prohibitive for this arrangement.
The way forward with this technique is to use a direct radiation
detector which brings down the acquisition time by more than an
order of magnitude. While earlier work showing superior perfor-
mance for an earlier Medipix2 detector over CCD detection has
been demonstrated [25] we have now applied the functionality to
differential contrast phase imaging where the small disk dis-
placements are the key measurement. The sensitivity to the very
small Lorentz deflections has been clearly shown, this is a very
important improvement given that many modern magnetic ma-
terials are extremely thin and often are magnetised perpendicular
to the plane of the film. Sub-pixel resolution in the detection of the
disk movement is crucial and indicates that when imaging mag-
netic nanostructures the resolution in k-space is as important as
the real space resolution possible with aberration corrected sys-
tems. We are working on improvements in data acquisition and
read out together with processing to maximise the speed with
which information may be extracted. Furthermore we note that
fuller analysis of the bright field disk intensity distribution where
there are small scale phase gradient changes requires a more de-
tailed approach. The transfer of information based on periodic
phase or simple beam deflections is limited in that sense and
warrants further investigation for information transfer at the
highest spatial frequencies.
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