Closing the loop: assisting archival appraisal and information retrieval in one sweep
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ABSTRACT
In this article, we examine the similarities between the concept of appraisal, a process that takes place within the archives, and the concept of relevance judgement, a process fundamental to information retrieval systems. More specifically, we revisit appraisal/selection criteria proposed as a result of archival and digital curation communities, and, compare them to relevance criteria as discussed within information retrieval’s literature based discovery. We illustrate how closely these criteria relate to each other and discuss how understanding the relationships between these disciplines could form a basis for proposing automated appraisal and selection for archival processes and enabling complex queries within information retrieval.
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1. INTRODUCTION
The notion of appraisal plays a central role in archival practices. Simply put, appraisal is the process of evaluating whether a selected resource meets the criteria that warrants its inclusion or continued retention and/or maintenance within the archive (cf. Jenkinson 1922, Schellenberg 1956, and Cook 2005). The criteria for making such decisions have a long history of discussion, but, ultimately, the criteria reflect conclusions archivists reach about the contextual, evidential, informational, operational, societal and technical value of the resource (cf. Oliver et al. 2007).

While the objectives that guide the selection of material to be retained may affect the outcome of the process slightly differently across organisations, groups, and individuals, criteria, for assessing the value of resources to be included in a given collection, display noticeable similarities and are ubiquitous within the digital curation life cycle1 (e.g. deciding what information to include in the creation of information objects; deciding which parts of a creation, if any, to include in the archive; and, deciding what information will be accessible at the time of dissemination).

The premise in this paper is that the relevance judgement process for assigning value to information within information retrieval, and relevance criteria, a set of central considerations for assigning value to the resource, can be mapped to the appraisal process and selection criteria used within the archival context. This is only natural as relevance judgement is merely appraisal at the use/re-use stage of the digital curation life cycle. An appreciation of the equivalence of these conceptual frameworks has significant theoretical and practical consequences. We will demonstrate, in fact, how we can leverage the equivalence to defray the cost of appraisal and selection in the archives through automation, and to improve the performance of information retrieval algorithms (Section 6).

We will bring together three selection scenarios: appraisal and the archive (Section 2), research data management (Section 3), and, relevance judgement and literature based discovery (Section 4). We argue that, despite the different end-objectives driving these scenarios, the fundamental basis for material selection shares commonality (Section 5): we will see that they all consider notions of scope (e.g. topic, genre, geographical region, and time frame); quality (e.g. accuracy, tangibility, quality of source, verifiability), uniqueness (e.g. document, content and source novelty), usability (e.g. clarity, reader background and ability, and technical infrastructure), and resource consumption (e.g. financial, labour).

We conclude by summarising the implications of the study presented here (Section 6) to suggest a roadmap towards a) a semi-automated three-tiered selection and appraisal process within the archives, and b) a reformulation of information retrieval as a multi-objective learning problem drawing on the notion of faceted relevance.

---

1 See the DCC Curation Lifecycle Model: http://www.dcc.ac.uk/resources/curation-lifecycle-model
2. SELECTION SCENARIO 1: APPRAISAL AND THE ARCHIVE

The central role that appraisal and selection plays in archiving digital material is discussed extensively within the literature (e.g. Harvey 2011). The need for appraisal and selection can be triggered by such criteria as legal requirements (data protection and limitations on retention), organisational capacity and objectives, and/or content quality. While there is some controversy concerning whether appraisal and selection should take place at all, it is generally agreed that, once it is decided that appraisal will take place, the criteria for carrying out this process in the archive should be clearly specified.

For example, Tibbo (2003) suggests criteria dependent on usefulness of the resource in relation to administration, fiscal transactions, meeting legal requirements, intrinsic value, evidential value, and informational value. The InterPARES Appraisal Task Force presents an appraisal model in their final report (Eastwood 2004). They mention “needs of the records creator”, “authenticity requirements”, “societal needs”, “legal requirements”, and “archival science” as a source of criteria. However, their work is process driven (i.e. emphasis on the appraisal workflow), based on a model of digital information as a record (i.e. emphasis on “authenticity”, “legal requirements”, and “record context”), and does not fully explore what criteria drive these needs (e.g. societal needs; scientific value). One of the most comprehensive discussions of appraisal and selection criteria in the broader archival context can be found in Oliver et al. (2007) and the DELOS Preservation cluster report on automated re-appraisal (DELOS 2008).

Figure 2.1 presents the criteria, based on content, technical, contextual, societal, evidential, and, operational factors surrounding the material. In Table 2.1, we repeat some of the questions (identified by the DELOS report) that might be asked with respect to these factors. For instance, the first question about spatial region is associated with Content Coverage.

In this paper, we adopt the two-tier facets of Figure 2.1 as our reference point for the criteria that might arise within

---

2. http://www.paradigm.ac.uk/workbook/appraisal/
3. SELECTION SCENARIO 2: RESEARCH DATA MANAGEMENT

Another approach to appraisal and selection arises within the context of research data management, and, is represented by the list of criteria\(^9\) recommended by the Digital Curation Centre (DCC)\(^10\). The list of criteria are re-introduced in Table 3.1.

<table>
<thead>
<tr>
<th>Selection Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance to Mission</td>
<td>The resource content fits the organisation’s remit and any priorities stated in the research institution or funding body’s current strategy, including any legal requirement to retain the data beyond its immediate use.</td>
</tr>
<tr>
<td>Scientific and Historical Value</td>
<td>Is the data scientifically, socially, or culturally significant? Assessing this involves inferring anticipated future use, from evidence of current research and educational value.</td>
</tr>
<tr>
<td>Uniqueness</td>
<td>The extent to which the resource is the only or most complete source of the information that can be derived from it, and whether it is at risk of loss if not accepted, or may be preserved elsewhere.</td>
</tr>
<tr>
<td>Potential for Redistribution</td>
<td>The reliability, integrity, and usability of the data files may be determined; these are received in formats that meet designated technical criteria; and Intellectual Property 13 or human subjects issues are addressed.</td>
</tr>
<tr>
<td>Non-Replicability</td>
<td>It would not be feasible to replicate the data/resource or doing so would not be financially viable.</td>
</tr>
<tr>
<td>Economic Case</td>
<td>Costs may be estimated for managing and preserving the resource, and are justifiable when assessed against evidence of potential future benefits; funding has been secured where appropriate.</td>
</tr>
<tr>
<td>Full Documentation</td>
<td>The information necessary to facilitate future discovery, access, and reuse is comprehensive and correct; including metadata on the resource’s provenance and the context of its creation and use.</td>
</tr>
</tbody>
</table>

In the context of the DCC guidelines, *Relevance to Mission* operates on the institutional level with respect to funder requirements, organisational priorities, and, legal requirements. However, in the current context, we would like to take this out of the institutional context: even on an individual level there are requirements, priorities, and legal conditions imposed (e.g. in relation to degree requirements; validity of approach; adequacy of evidence; permission to use third-party material). In considering the *Potential for Redistribution*, DCC is considering not only technical and content usability, but also adequate provision of provenance information, evidence of reliability, and legal permissions.

The Non-Replicability criterion is emphasised in such cases as observational datasets (e.g. astronomical data, meteorological data) and experimental data(sets) which are immensely costly to collect (e.g. the Large Hadron Collider). This type of uniqueness undoubtedly plays a role for curators of general digital information where the authentic information could be no longer reproducible. This, however, is expected to be less of a concern than uniqueness in the form of intellectual novelty in the case of information end-users and re-users.

In fact, both the case of the DELOS criteria (Figure 2.1) and the DCC criteria illustrates that current approaches to uniqueness, in information management circles, reflect mostly the nature of the content, although increasingly we are coming to recognise that more attention should be paid to uniqueness of manifestation and or instantiation than has been in the past. We will see that, information users and re-users (Section 4.2), place emphasis on uniqueness with respect to manifestation and also that of provenance, including source (for example, publisher and author). It should be mentioned that, in all the scenarios being discussed in this paper, uniqueness is not a property of the information itself but “uniqueness within context”, a relationship between the information and other information or knowledge bases.

---

\(^9\) [http://www.dcc.ac.uk/resources/how-guides/appraise-select-data](http://www.dcc.ac.uk/resources/how-guides/appraise-select-data)

\(^10\) [http://www.dcc.ac.uk](http://www.dcc.ac.uk)
4. SELECTION SCENARIO 3: RELEVANCE JUDGEMENT AND LITERATURE BASED DISCOVERY (LBD)

4.1 Common retrieval methodology

The concept of relevance is central to the objectives of information retrieval. Information retrieval is typically carried out on a search system, where, in response to a query issued by a user, the system retrieves a set of objects that is deemed relevant to the query. Traditionally the aforementioned relevance was expressed as topical nearness between the issued query (e.g. representing information need of the user) and the content of the retrieved objects. The Text Retrieval Conference (TREC)\(^\text{11}\) has traditionally served as a way of producing benchmarks for the evaluation of retrieval systems based on expert judgements. In the basic TREC framework: the competing systems submit the top 1000 objects returned by their systems, these are given back to experts within the information retrieval community, who, through a relevance judgement process, label them as relevant or not relevant. The results of the labelling process are then used along with standard performance measures (mostly based on variations of precision and recall, information gain, and/or utility) to evaluate the submitted systems. The datasets resulting from TREC are often re-used in major retrieval conferences (e.g. SIGIR conference\(^\text{12}\)).

Initially, the relevance judgements were represented as binary decisions (either relevant or not relevant), but, in recent years, this has been extended to include preferential ratings. Further value has been attributed to diversified search results (e.g. Dou et al. 2011 on coverage of sub-topics; Chander & Carterette 2012 on retrieval of novel documents). However, the lack of insight into reasons for the relevance judgements that these approaches afforded has been questioned because they assume that the information need of a user is static, and, that relevance judgement on one object is not influenced by other objects in the collection. They disregarded a range of contextual and cognitive factors. These limitations are extensively discussed in Borlund (2003). For example, recent study (e.g. Scholer, Turpin & Sanderson 2011) shows that the consistency across relevance judgements vary with respect to topic, and with respect to similar documents for which relevance judgement had already been made.

4.2 Relevance criteria

The complexity observed with respect to interactive information retrieval has led to studies that try to identify reasons underlying the relevance judgements made by users as part of information search (e.g. see Barry 1994; Barry & Schamber 1998). The criteria have been revisited and adapted to meet different situations. Nevertheless, the lists bear sufficient similarity to each other to warrant further study as a set of factors that influence relevance judgements. Here we focus on one manifestation of the criteria within the context of literature based discovery (LBD)\(^\text{13}\) as presented by Cerviño Beresi et al. (2010) – reproduced in Table 4.1.

<table>
<thead>
<tr>
<th>Relevance Criteria</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth/scope/specificity</td>
<td>Whether the information is in-depth or focused, has enough detail or is specific to the user’s needs.</td>
</tr>
<tr>
<td>Currency</td>
<td>Whether the information is current or is up-to-date.</td>
</tr>
<tr>
<td>Accuracy/validity</td>
<td>Whether the information found is accurate or valid.</td>
</tr>
<tr>
<td>Tangibility</td>
<td>Whether the information relates to tangible issues, and/or hard data/facts are included.</td>
</tr>
<tr>
<td>Quality of Source</td>
<td>Quality of the sources of information: includes authors as well as publishers.</td>
</tr>
<tr>
<td>Verification</td>
<td>Whether other information in the field agrees with the presented information.</td>
</tr>
<tr>
<td>Affectiveness</td>
<td>Whether the user shows an affective or emotional response to the information.</td>
</tr>
<tr>
<td>Document Novelty</td>
<td>The extent to which the document itself is novel to the user.</td>
</tr>
<tr>
<td>Source Novelty</td>
<td>The extent to which a source of the document (i.e., author, journal) is novel to the user.</td>
</tr>
<tr>
<td>Content Novelty</td>
<td>The extent to which the information presented is novel to the user.</td>
</tr>
<tr>
<td>Clarity</td>
<td>Whether the information is presented in a clear fashion.</td>
</tr>
<tr>
<td>Ability</td>
<td>Whether the user judges that he/she will be able to understand information presented.</td>
</tr>
<tr>
<td>Background Experience</td>
<td>Whether the knowledge with which the user approaches information will be sufficient.</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Whether there is some cost or technical difficulty involved in obtaining the information.</td>
</tr>
<tr>
<td>Availability</td>
<td>Whether the information is</td>
</tr>
</tbody>
</table>


\(^{13}\) The use of literature, for example, academic publications, to discover new relationships between existing knowledge.
Table 4.1 Relevance criteria for LBD: as presented in Cerviño Beresi et al. 2010.

The list in Table 4.1 confirms the discussion in Section 3. In the literature based discovery domain, Non-Replicability is not an explicit concern. And, the notion of Uniqueness arises in three dimensions; that of the content, the document (i.e. manifestation or instantiation), and source (information producer – say, for example, author, illustrator, presenter, and/or publisher). Unlike the archival appraisal criteria and DCC criteria, Full Documentation is not mentioned as an explicit criterion for LBD. It is worthy of note that many of the decisions regarding the criteria in Table 4.1 would only be possible with the help of some form of documentation or evidence to support inference.

In Section 5, we will see that the criteria used within the three scenarios (scenarios of Section 2, 3 and 4) can be mapped to each other.

5. MAPPING CRITERIA ACROSS SCENARIOS

In Figure 5.1, we have mapped the criteria that arise within the three selection scenarios, discussed in previous sections, to each other.

![Figure 5.1 Mapping relevance criteria (displayed in the boxes) to DCC criteria (annotated in smaller boldface black fonts) and DELOS (smallest boldface green fonts) appraisal criteria. The lighter shaded boxes are the five top criteria observed in LBD.](image)

The criteria in the boxes represent relevance criteria used in literature based discovery. These have been annotated with DCC selection and appraisal criteria (indicated in slightly smaller black fonts) and DELOS selection and appraisal criteria (in even smaller green fonts). For example, the relevance criterion Scope/Depth (labelled Depth/scope/specificity in Table 4.1) is mapped to the DCC criterion Relevance to Mission, which, in turn, is mapped to the DELOS criterion Content Coverage. The mapping is not meant to be definitive. It is meant to illustrate the common themes arising in these scenarios.

Some sets of relevance criteria serve as evidence for scientific value as well as potential for redistribution. For example, while the Quality of Source is evidence for scientific value, in order for the evaluator to be able to assess the quality of source, it is a prerequisite condition that the source be identifiable. Likewise if an item has been selected on the basis of quality of source then the likelihood is that source information has been made available for that item. This is, therefore, directly related to meeting the DELOS criteria Contextual Provenance and Content Reliability, and, in the same vein, the DCC criterion for Potential for Redistribution, as well as, criterion for Full Documentation. The criterion Full Documentation was not expressed in Figure 5.1 because the relevance criterion relates to the quality of the source, not the identification of the source itself.

In the case of the archival scenario, the key lies in understood controlled processes of evidence gathering that establishes accountability, authenticity, integrity and reliability. In the research data scenario, trustworthiness is driven by peer review, reputation (author and publisher), citation, impact, supporting evidence, and expert opinion. Both cases come from a management perspective.

On the other hand the third scenario involving literature based discovery (LBD) comes from the opposite direction to investigate information use. The objective for LBD is to develop an approach to operationalise potentially helpful criteria from Table 4.1. so as to assist users of the information to navigate, browse, explore and synthesise the available information efficiently and effectively, and/or to use the criteria as additional information to improve retrieval processes (e.g. search engine processes).

All three scenarios share an interest in assessing scope, quality, uniqueness, usability, and costs related to information. In Section 6, we will discuss research that already exists within information retrieval and related disciplines, to determine scope, measure quality, detect uniqueness, assess usability, and defray costs. We will also show how this can be combined to propose an approach to automating or semi-automating the appraisal process for information management. At the same time, we will see how information retrieval approaches (e.g. link analysis, content analysis, and usage analysis) cut across tasks relevant to assessing different criteria. The latter observation suggests that a multi-objective multi-task approach (a machine learning approach - for example, like that proposed in Bagherjeiran 2007) optimised across weighted criteria might serve end-users better in information use as well, leading to a parallel way forward for information management and retrieval that could be of mutual benefit to all parties involved.
6. CONCLUSION AND TAKING IT FORWARD
A monumental amount of research has gone into information retrieval (e.g. see Manning, Raghaven & Schütze 2010). While most of us recognise it as what the search engine does for us everyday when we submit a set of keywords into the web browser search box, in recent years the field has blossomed to address a multitude of problems such as those associated with faceted queries, complex queries, cross-lingual queries, natural language queries, document novelty detection, and legal information extraction. This makes the field now ripe for development in considering its role in assisting appraisal.

An early breakthrough in information retrieval was inspired by studies in term weighting introduced by Spärck-Jones (1972). Later selected concepts were adopted from text categorisation (e.g. Sebastiani 2002), Latent Semantic Analysis (e.g. Deerwester et al. 1990), Language Models (e.g. Ponte & Croft), Latent Dirichlet Allocation (e.g. see Blei, Ng & Jordan), Support Vector Machines (Vapnik 1995), link analysis (cf. Bianchini, Gori, Scarselli 2005), and collaborative filtering (e.g. see Cacheda et al. 2011). In the next sections we will see how these methods have evolved into applications assessing criteria associated with scope, quality, trustworthiness, uniqueness, usability and resource consumption (Section 6.1), and how these approaches developed in information retrieval can be leveraged to help the appraisal and relevance judgement process (Section 6.2).

6.1 Making decisions: scope, quality, uniqueness, usability, costs

Scope: relevance to mission
Across the three selection scenarios of this paper, scope is most frequently related to geographical region, temporal region, topic and/or subject, and genre. While some may include language in this section, here we reserve language as a factor in Ability and highlight geographical region as the more prominent concern: that is, there are conditions on the language if the information is to be understood, the geographical region, however, might be a matter of jurisdiction. As an English speaking researcher, one might have no objection to exploring a paper written in French (which happens to be written by a colleague at the same institute), but one might not be able to make sense of it if one does not know French.

There are papers on automated retrieval of information with respect to each of these dimensions. For example, effective methods have been developed for temporal information retrieval that can detect time associated with queries even when time requirements are not specified within the query (e.g. Mathews & Kanmani 2012); retrieval approaches that identify associated geographic information (e.g. Goldberg, Wilson & Knoblock 2009; Jones & Purves 2008; Jones, Alani & Tudhope 2001); approaches to music genre classification (e.g. Tzanetakis 2002; Scaringella & Zoia 2005); approaches in text genre classification (e.g. Karlgren & Cutting 1994; Stamatas, Fakotakis & Kokkinakis 2000; Petrenz and Webber 2011); identification of audio-visual genres (e.g. Glasberg 2008; Ianeva 2003); and, genre model to identify anomalous patterns in data (e.g. Xiong, Poczos & Schneider).

Quality and Trustworthiness: scientific or historical value
Measure of information quality is strongly bound to a measure of trustworthiness we perceive in relation to the authenticity, integrity and reliability of the material. To gauge this we seek means of evaluating and validating statements (for instance, by providing measures of performance, case studies, experiments, and, examples), confirming quality (for instance, by including citations, expert reviews and opinions, and, peer assessment), presenting evidence that support trustworthiness (by carrying out statistical analysis, by using accepted standards, by employing concrete formulas), and accepting information from recognised sources (by checking for names of high impact journals).

Automated measurements of reliability is especially of interest within social media networks (e.g. see Caverlee, Liu & Webb 2010; Kim & Ahmad 2013) where basically anybody can publish anything. As a consequence, it is also the domain within which much progress has been made to try to understand the notion of trust and quality: Agichtein et al. (2008) provides an excellent summary of approaches to finding high quality content within social media. These studies revolve around automatic detection of reliability based on statistical analyses of a wealth of features including:

- Link analysis (e.g. relationships between users and content objects);
- Reputation propagation analysis (e.g. transitivity of trust);
- Expert search (e.g. developing reputation measures14);
- Content topic analysis (e.g. n-grams)
- Content quality analysis (e.g. punctuation and typos; syntactic and semantic complexity; grammaticality);
- Content usage statistics (e.g. clicks and dwell time); and,
- Implicit feedback analysis (e.g. position of clicks).

This kind of research is only possible through the availability of rich data that surround social media content

---

14 For example, see [http://www.limosine-project.eu/events/replab2013](http://www.limosine-project.eu/events/replab2013)
(e.g. hyperlinks, comments, questions & answers, voting, rating, history of users). This proposes social media as a ripe field for studying the question of trust. The research area is especially compelling given recent studies (e.g. Su et al. 2007) on Question Answering systems which show that, while the percentage of good answers to a given question is, approximately, only 45% of the total set of answers, the proportion of questions with at least one good answer is approximately 95% of all questions. Also, the research into trust within the social media environment is further encouraged by its potential use in emergency response initiatives (cf. Hagar 2013).

Another dimension of quality relates to authenticity, more specifically, on authorship attribution and plagiarism detection (e.g. Stamatatos 2011; Savoy 2012), a subject area related to genre classification (see Section on “Scope”). The concept of authenticity emerges also within the study of spam, misleading information posing to be something it is not (e.g. Schneider 2003; Castillo & Davison 2011).

**Uniqueness**

Some research in document novelty was already mentioned, in Section 4.2, as an area of research trying to improve on ad hoc retrieval that does not put into consideration the context of search. This area of research (e.g. Dou et al 2011; Chander & Caterette 2012; Zhang, Callan & Minka 2002) has also expanded into research into diversification of search results to widen coverage (e.g. Raman, Shivashwamy & Joachims 2012), and into link analysis to construct a hierarchy in web page similarity (e.g. Schiffman 2006). On the content level, there have been research in detecting near duplicates (e.g. Manku, Jain & Sarma 2007).

**Usability: Potential for Redistribution**

On the content level, usability can be defined as being related to readability, being in an accessible language, correct punctuation and reduced number of typos, and clear organisation. Measurements for text readability is a well studied subject. Understandability does not follow from readability, but it is a start in defining the intended audience of the information. Automatic language identification of text documents was addressed early on as an information processing task (Beesley 1988; Singh 2006). Further approaches to analysing web page language is also available (Selamat 2011). How to assess quality on the level of punctuation and misspelling and approaches to developing automated grading systems are discussed in Agichtein et al. (2008). A study of argumentation structure (Teufel, Siddharthan & Batchelor 2009) can also help to determine which texts are likely to be incoherent.

On the technical level, there are approaches developed to test system usability. It is conceivable that usability testing be carried out for data re-usability. This may initially sound costly but if carried out in conjunction with an understanding of implicit user feedback (Joachims et al. 2007; Shivashwamy & Joachims 2012), system design that allows explicit user feedback (e.g. mechanisms to allow, comments, ratings, votes, suggestions) and the initiatives outlined below for defraying costs, it is not that far fetched.

**Cost: Economic Case**

Recently there have been many initiatives to defray costs by pulling resources together. This includes approaches such as Cloud computing and/or other distributed computing and storage (e.g. DuraCloud), and community fundraising initiatives such as Kickstarter to raise capital to carry out a project. It also includes crowd sourcing for collecting metadata (e.g. using games to label and describe objects), discovering new knowledge (e.g. exploration of protein folding with FoldIt; crowd sourcing to explore the ocean floor or galaxies with Zooniverse), and improving information retrieval. The same kind of initiative could be deployed to harvest social benefit from citizen appraisal.

6.2 Taking it forward

In this paper, we have discussed how appraisal and selection criteria for archives and research data are similar to relevance criteria identified within information retrieval and literature based discovery. In Section 6.1, we have shown that there is a plethora of research supporting tasks relevant to operationalising the criteria common across the three selection scenarios (appraisal in the archives, research data management, and, literature based discovery in information retrieval). We propose that approaches to these tasks be absorbed by archival and curation communities to alleviate the intense labour involved in appraisal and selection.

The review of information processing presented here shows that the tasks scattered across many information retrieval extraction and processing domains operate on similar types of information analysis (link analysis; content analysis, user

---


21 [http://fold.it/portal/](http://fold.it/portal/)

22 [https://www.zooniverse.org/](https://www.zooniverse.org/)

23 For example, see [http://link.springer.com/journal/10791/16/2/page/1](http://link.springer.com/journal/10791/16/2/page/1)
interaction and usage analysis). The approaches that are currently developed in retrieval scenarios such as those described in Section 6.1 tend to be based on single objective and/or task models (i.e. get the high-quality content given the features). We propose that approaches to information retrieval could benefit from a multi-objective multi-task model (e.g. see Bagherjeiran 2007) cognizant of the closely bound criteria developed in appraisal scenarios and exploiting feedback from human appraisal processes.

Most of the current research areas discussed in Section 6.1 depend on availability of user generated data (e.g. links, voting, rating, comments) and statistical comparison across big datasets. In this light, we recommend that:

Archives and repositories adapt information management systems to support infrastructure that, allow gathering of user generated data and foster developing repository collections on a large scale, while allowing interaction between automated information selection processes and human information processes.

A large amount of this can be achieved by archives adopting a range of social media network tools. In fact, reputable preprint servers[^24] are already using the trackback[^25] functionality, originally implemented within blogs to allow authors of posts to cite other posts. The advantage of the trackback function is that the author of the cited article can immediately see that their article is being cited. In Figure 6.1, we illustrate what an appraisal engine might look like. The social media infrastructure (represented by the component on the top right hand side of Figure 6.1) would enable a three tier appraisal and selection process:

- Tier 1: everyday crowd-sourcing of data (Tier 1);
- Tier 2: followed by an automated preliminary appraisal and selection process (based on a multi-objective multi-task framework drawing on selected work such as those presented in Section 6.1);
- Tier 3: subsequently managed by a second phase of quality assurance by humans. The result of this phase of assessment can be fed back to improve the automated phase in Tier 2.

By re-vamping the archival system to incorporate the benefits of the social media platform and coupling it with a multi-objective retrieval process for selecting high-quality content that learns from archival practices, we are sure to harness the best of both worlds.

---
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