narrower (Table I) so that the separation of energy sublevels along the $y$-direction is increased. This increases the oscillation period when measuring the conductances as functions of the Fermi energy. On the other hand, the increase of the Fermi energy as a function of the lower gate bias is very significant. In the final conductances versus lower gate bias diagram, Fig. 2, the Fermi energy factor dominates, and the oscillation period in the conductance increases, as indicated in the experiments when the upper gate bias is decreased.

The calculated oscillation period increases with increasing lower gate bias in Fig. 2. This is due to the square-well approximation in the transport calculation, constant oscillation period is expected.

When real band profile is used in the model calculation, constant oscillation period is expected.

IV. DISCUSSION AND SUMMARY

To briefly estimate the Coulomb blockade effect, we assume a charge $Q$ distributed uniformly in a spherical volume of radius $a$. The potential thus induced is given by

$$V = \frac{Q}{4\pi\varepsilon_0} \begin{cases} \frac{2}{3} \frac{r}{a} & r > a \\ \frac{3 - \frac{2}{3} \frac{r^2}{a^2}}{a^2} & r \leq a \end{cases}$$

When $Q = e$ and $\varepsilon = 13.1$ (silicon), we have $V = 1.1/a \ V$ at the surface of the sphere and $V = 1.65/a \ V$ at the center ($a$ is in the unit of Å).

In the MOSFET under investigation, the length of the upper gate metal bar is 160 nm and open area between metal bars is 140 nm. If quantum dots are to be resolved by the combination of the lower and upper gates, their size is approximately $100 \times 100 \times 100 \ nm^3$. Inserting this into the above equation, Coulomb blockade effect is about 1 meV, far less than the oscillation period (about 17 meV) of the fine peaks in $\partial I_{ds}/\partial V_{gs} = V_{tp}$, while by our calculation presented in the last section, the oscillation period is about 20 meV.

In a brief summary we have calculated the conductance and transconductance of Matsuoka et al.'s dual-gate Si MOSFET as functions of the upper and lower gate voltages assuming quantum elastic ballistic transport. The geometry of the model conducting channel is determined from our three-dimensional calculation of the Schrödinger and Poisson equations.

It is shown that decreasing the upper gate bias makes the conducting channel created by the lower gate narrower so that the separation of the energy sublevels in the $y$-direction is increased. However, the decrease of the upper gate bias also greatly reduces the Fermi energy. The total effect of decreasing the upper gate bias is the decrease of the oscillation period in the conductance as functions of the lower gate bias. The calculated oscillation period as a function of the lower and upper gate bias explains very well the experimental data.
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Simple Approach to Include External Resistances in the Monte Carlo Simulation of MESFET's and HEMT's

S. Babiker, A. Asenov, N. Cameron, and S. P. Beaumont

Abstract—The contact and external series resistances play an important role in the performance of modern 0.1–0.2-μm HEMT's. It is not possible to include these resistances directly into the Monte Carlo simulations. In this letter we describe a simple and efficient way to include the external series resistances into the Monte Carlo results of the intrinsic device simulations. Example of simulation results are given for a 0.2-μm pseudomorphic-HEMT.

I. INTRODUCTION

In the Monte Carlo simulations of MESFET's and HEMT's [1], [2], the source and drain contacts regions are usually treated as ideal ohmic contacts with infinite generation/recombination rates. Complex procedures keep the number of superparticles and their average energy constant in those regions [3]. Such procedures do not account for the contact resistance which can modify severely the $I$–$V$ characteristics of the present generation pseudomorphic HEMT's and MESFET's with 0.1–0.2 μm gate length [4]. The measurement equipment, primarily designed for high-frequency measurements, often introduces additional series resistance in the measured dc $I$–$V$ characteristics.

In Drift-Diffusion simulations, external series resistance $R_c$ can be introduced through the boundary conditions, modifying the potential at the contact by the voltage drop across the resistance $R_c$ [5], [6]. It is difficult to apply a similar procedure in the Monte Carlo simulations due to the stochastic nature of the instantaneous contact current. Thus the results obtained from Monte Carlo simulations will correspond to an ideal “intrinsic” device which makes it difficult to directly compare the Monte Carlo simulated characteristics with real device measurements and hence to calibrate the Monte Carlo simulators. In the few published papers where Monte Carlo simulation results are directly compared to real HEMT measurements [7] there is no indication that the external to the simulation series resistances have been included which makes the comparison questionable.

In this brief, we describe a simple “post processor” approach to incorporate the contact and probes resistances in the Monte Carlo simulated $I$–$V$ characteristics of “intrinsic” compound FET's. The approach is illustrated in comparison between the Monte Carlo simulation results and real HEMT measurements.
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simulated and the measured characteristics of 0.2-µm pseudomorphic HEMT’s fabricated in the Nanoelectronics Research Center at Glasgow University. The “extrinsic” series resistances have dramatic effect on the dc device characteristics of short-channel HEMT’s and only their inclusion allows proper comparison and calibration of the simulation results.

II. THE METHOD

Let $S = \{(V_D, V_G, I_D)\}$ be the set of all points of the $I-V$ characteristic obtained from the Monte Carlo simulation of a particular FET, where $V_D$ and $V_G$ are the simulation drain and gate voltages, respectively, when the source is the reference electrode (see Fig. 1). The effect of this external to the Monte Carlo simulation resistances can be introduced as a correction to the original set of simulation data. Let us define a new set of $I-V$ data $S' = \{(V'_D, V'_G, I'_D)\}$ where $V'_D$ and $V'_G$ are the corrected drain and gate potentials required to maintain the same drain current through the device when the external to the simulation resistances $R_{CS}$ and $R_{CD}$ are taken into account. These resistances include the contact resistance and the measurement equipment resistance at the source and drain sides of the device and are obtained from independent measurements. The two sets $S$ and $S'$ are related by the mapping

$$V'_D = V_D + I_D(R_{CD} + R_{CS})$$

$$V'_G = V_G + I_D R_{CS}.$$  

The resistance of the gate Schottky contact is assumed to be infinitely high and the dc gate current is ignored. The transformation defined by (1a) and (1b) ensures that the intrinsic device characteristics remain unchanged. The set $S'$ completely defines simulated $I-V$ characteristics in which the effect of the external series resistances is included and can be compared to the measured characteristics of the real device. However, the raw data of $S'$ is quite unattractive for graphical representation because the elements of the set are now a group of scattered points in the current and voltages domain. In order to compare this transformed characteristics with experimental results, we need to extract the currents for sets $V_D$ and $V_G$ values which correspond to the measurements and are not necessarily found in $S'$. Nonlinear interpolation techniques can be used to generate the modified $I-V$ characteristics from $S'$. In the example results shown below a bispline interpolation provided by the contouring facility of the software GNUPLOT was used to select and plot the necessary points of the simulated and transformed $I-V$ characteristics.

III. RESULTS

To illustrate our approach, we compare simulation results of the Monte Carlo module [7] incorporated in our Heterojunction 2-D Finite Element FET simulator (H2F) [8] to the measured characteristics of real devices. (H2F) combines the precise finite element description of the device geometry with accurate Monte Carlo transport simulation. The multilayer problem is carefully considered in our program. In the source and drain contact regions each layer of the vertical HEMT structure is treated as an individual ohmic contact and the number of particles in each sub-region is kept constant throughout the simulation.

As an example we consider a 0.2-µm gate length recessed T-gate pseudomorphic HEMT with zero gate offset, see [9]. The zero gate offset eliminates the uncertainties related to the surface conditions in the recess region. The overall series resistance has contributions from the intrinsic device, the ohmic contacts, and the measurement equipment. It can be extracted from the linear part of the $I_D-V_D$ characteristics at large gate voltages when the resistance of the channel is negligible [10], and was found to be $12.38 \Omega$ for a 100-µm wide HEMT. The series resistances introduced to the source and the drain by the measurement equipment were measured by probing a short with three probes and found to be 0.2 and 2.78 $\Omega$, respectively.

The series resistance of the intrinsic device was estimated from Monte Carlo simulated $I_D-V_G$ characteristics at low drain voltages and estimated to be $3.2 \Omega$. We assume that the source and drain contacts are identical and therefore each will have a series resistance of $3.1 \Omega$. Thus the external to the Monte Carlo simulation series resistances are $R_{CS} = 0.2 + 3.1 = 3.3 \Omega$ and $R_{CD} = 2.78 + 3.1 = 5.88 \Omega$, respectively.

The results of the mapping and interpolation procedures are shown also in Fig. 2 together with the original results. Fig. 3 shows the calculated $I_D-V_D$ curves at $V_G = 0$ V before and after the transformation together with the measured curve at the same gate voltage. An excellent agreement was achieved between the transformed characteristics and the experimental data in the linear region. In the saturation region our results are about 10% higher than the measurements compared to 100% difference between the simulations and the experimental data in all regions before the transformation. The 10% discrepancy can be attributed to the simplified band structure and the quantum effects that are not included in the Monte Carlo simulation.
The contact resistance of 0.31 Ω.mm extracted for this device partially compensates for the relatively higher low-field mobility of the "intrinsic device" typical for Monte Carlo simulations of such devices. Alloy scattering, remote impurity scattering, and electron-electron scattering mechanisms are not included in our Monte Carlo simulator. The effects of the series resistance noticeable from the characteristics are: the current falls down, the transconductance is reduced, and the knee voltage shifts to higher drain voltages. The only positive effect is the slight reduction in the dc output conductance.

IV. CONCLUSION

In this letter, we have described a simple but effective approach to include the external series resistances in the MC simulation of compound FET's. The series resistances have profound effects on the short gate device characteristics where the channel resistances becomes comparable or even smaller than the parasitic resistances related to the cap region, the contacts, and the measurement equipment. Our approach brings to a close agreement the Monte Carlo simulation results and the experimental measurements of real short gate devices, which allows proper calibration of our Monte Carlo simulator. The results also clearly point out that very low source and drain contact and series resistances are required to benefit from the performance potential of short-channel HEMT's.
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Abstract—Recent surface potential models published in this Transactions for fully depleted short-channel SOI MOSFET's are compared. The parabolic potential approach is clarified to be a special case of the quasi-2-D approach. An extended quasi-2-D model is also derived.

I. INTRODUCTION

Fully depleted SOI MOSFET has generated substantial research interest because of its many advantages over its bulk counterpart [1]. Several surface potential models have been reported to study the short channel effects [2]–[10]. These models can be categorized into two classes: 1) solving the 2-D Poisson's equation in both silicon film and oxides using variable separation [2] or three-zone Green's function techniques [3]; and 2) solving the 2-D Poisson's equation only in the silicon film with approximate boundary conditions [4]–[10]. The results from the first class models involve infinite series, thus are not suitable for technology design and circuit simulation [7] and [10]. On the other hand, the results from the second class models have simpler form and provide more physical insight, thus these models have been applied to modeling of subthreshold swing [6], [8], [9] threshold voltage [4], [10] and subthreshold current and charges in circuit simulators [7]. This paper will first compare the two approaches leading to the second class models: The parabolic potential approach [4]–[9] and the quasi-2-D approach [10], then extend the quasi-2-D approach.
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