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Abstract

Structured analytic techniques (SATs) have been developed to help the intelligence community reduce flaws in cognition that lead to faulty reasoning. To ascertain whether SATs provide benefits to reasoning we conducted an experiment within a web-based application, comparing three conditions: 1) unaided reasoning, 2) a prototypical order-based SAT and 3) a flexible, process-based SAT that we call TRACE. Our findings suggest that the more flexible SAT generated higher quality reasoning compared to the other conditions. Consequently, techniques and training that support flexible analytical processes rather than those that require a set sequence of steps may be more beneficial to intelligence analysis and complex reasoning.
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Introduction

Analytical reasoning involves carefully considering sources or problems and coming to a judgement, and it is a commonplace activity in many settings—from the corporate boardroom to government intelligence analysis to policy making. This type of reasoning is demanding because it entails the evaluation of large quantities of complex information. It can also be susceptible to different types of cognitive biases, where reliance on heuristics to reach conclusions can lead to problematic decision-making,\(^1\) or failures due to cognitive overload that affects working memory.\(^2\)

The challenging nature of analytical reasoning and concerns about critical errors have led to the development of techniques aimed at improving such complex reasoning. Richards Heuer, a CIA officer and pioneer who used cognitive psychology research to inform intelligence analysis,\(^3\) along with Randolph Pherson, a former intelligence analyst, offered several structured analytic techniques (SATs) with the intent of improving intelligence reasoning.\(^4\)

One of the central SATs that Heuer advanced was Analysis of Competing Hypotheses (ACH).\(^5\) Originally developed to help with deception analysis, ACH has come to be one of the most widely known SATs within the intelligence community (IC).\(^6\) As an indication of its prominence, Jones notes that ACH is one of the select few SATs that the United States Government included in its *Tradecraft Primer*.\(^7\) ACH is designed to reduce cognitive biases and other errors by aiding analysts in the identification of all relevant hypotheses and in evaluation of supportive and non-supportive evidence for each hypothesis using a matrix with the goal of ranking the identified hypotheses based on how much they are supported by available information. Despite the awareness of ACH, there is little empirical research as to the effectiveness of order-based analytic techniques, and the few studies that do such tests provide mixed results.\(^8\) Along with other SATs, ACH is often
the subject of criticism for being too burdensome and inefficient, and as such it is not widely adopted by the IC.\textsuperscript{9}

To address the lack of rigorous testing of SATs, and especially the underlying presupposition that engaging in a set of prescribed steps can improve reasoning outcomes, we conducted experiments with novice analysts using two types of SATs, one that was a prototypical ordered SAT similar to ACH, and another that provided a more flexible and wider array of tools designed to aid complex reasoning and reduce cognitive load called Trackable Reasoning and Analysis using Collaboration and Evaluation (TRACE).

ACH and other SATs are devised with prescribed processes and steps, but that structure may be a source of trouble for analysts. Heuer and Pherson proposed that doing an analysis in a specific sequence with a mandated set of steps would be more effective at reducing errors, especially cognitive biases, than unaided reasoning.\textsuperscript{10} In interviews we conducted with members of the IC, analysts identified the sequenced nature of these techniques as a problem because they disrupt fluid reasoning and can even add to cognitive load and possibly unintentionally induce cognitive biases.\textsuperscript{11}

To set up our experimental conditions, we consulted with subject matter experts to design a simplified analogue of ACH, which we refer to as Evidence Alignment Assessment (EAA). EAA includes core ACH features, such as the creation of a matrix to connect hypotheses to evidence and to rank their likelihood of correctness but reduces the required steps to complete the analysis.

In contrast to EAA’s mandated sequence of steps, the TRACE condition provides a more flexible analytic environment where analysts have a large set of tools designed to aid different types of analysis at different stages of the analysis process. It does not impose a structure, an order, or a set of requirements for the analytical process. Analysts are thus left to choose what tools and
aids to use as the problem and their own reasoning needs mandate. These two analytic approaches (EAA and TRACE) were compared to a control condition of unaided reasoning, in which participants did not have access to any software to help problem-solving.

This study conducted a controlled experiment to test the efficacy of SATs. Our results suggest that the more flexible analytic technique, TRACE, significantly outperforms the structured EAA, and that EAA only modestly outperforms the control condition of unaided reasoning. The findings indicate that a more flexible analytical environment in which individuals can engage analytical tools as they need them—tools that promote critical thinking and aid in memory and recall—can be more effective than a sequenced structure of analysis with a limited set of analytical aids.
Structured analytic techniques in the intelligence community

The IC has long been interested in the development of techniques and technologies to improve the quality and accuracy of reasoning and decision-making. Following the acknowledged failure of the IC in concluding that Iraq had weapons of mass destruction (WMD) capabilities, the Robb-Silberman Commission reported that the most significant failure was in poor overall analytic process, also called tradecraft, and analytical shortcomings. The Commission noted that “the most damaging tradecraft weakness we observed was the failure of analysts to conclude – when appropriate – there was not enough information available to make a defensible judgement.” As an example, the Duelfer report (also known as the Iraq Survey Group report) concluded that analysts did not understand Saddam Hussein and his motives and looked for patterns of behaviour and strategy when in fact there were none. The Commission recommended several items, including: more strategic intelligence; greater transparency in reporting and more detailed information about sources that inform analysis; using more supportive aids for reasoning and decision-making, such as red teaming; improving information searching and knowledge extraction; and continual training to establish better standards for analysis. This led the IC to further invest in tools and training to support tradecraft techniques that help reduce the types of errors that were on display in the Iraq WMD analysis.

To facilitate the integration of SATs with analysts' routines, there have been efforts to develop software to implement them and encourage their use. For instance, argument mapping software enables analysts to create a visual representation of key argumentative components, such as premises, warrants, and evidence, to aid the construction of sound argumentation and the identification of strengths and weaknesses in reasoning. Research suggests that argument mapping software can help improve reasoning and argumentation skills. The caveat, however, is that
argument mapping software places heavy cognitive demands on users that make them unappealing and difficult to use.\textsuperscript{17} There have been several attempts to create a software-based version of ACH.\textsuperscript{18} These include: simple solutions such as a spreadsheet-based matrix, which only partially aids the ACH process; to more complex solutions, such as a software developed by the proponent of the method, Richards Heuer and the Palo Alto Research Center,\textsuperscript{19} which allows analysts to work on multiple projects and provides a ranking of hypotheses based on three different algorithms.\textsuperscript{20}

Despite the efforts to develop SATs to aid reasoning and decision-making, most of these techniques are rarely adopted by the IC. For instance, a recent study found that only 18 reports from a sample of 63 reports from the CIA, the National Intelligence Council, and the Defense Intelligence Agency showed evidence of SAT use.\textsuperscript{21} Additionally, in a survey of eighty analysts working in the US State Department’s Bureau of Intelligence and Research (INR), Coulthart found that one third of the analysts never used SATs and the remainder used SATs only rarely to sometimes.\textsuperscript{22}

Some scholars suggest that a lack of training is the cause of low uptake of SATs.\textsuperscript{23} Others suggest that even with training analysts view structured techniques as burdensome, inefficient, and time-consuming because they interrupt the natural analytical process that analysts have traditionally been trained on and are used to.\textsuperscript{24} These troubles, however, might be mitigated with more effective training.\textsuperscript{25} Moreover, some scholars have suggested that new analysts, who tend to be younger, may be more receptive to training and using SATs.\textsuperscript{26} Research by Coulthart, however, suggests that years of IC experience is not related to whether an INR analyst uses SATs and that receiving training on these techniques is the most influential factor.\textsuperscript{27}

Other scholarship suggests that analysts do not consider SATs to be suitable for their line of work. Based on an ethnographic study of the IC, Johnston finds that analysts consider more
formal and ordered techniques to be inefficient given the difficult time constraints of their work.\textsuperscript{28} On the other hand, Coulthart finds that time pressure was not related to whether INR analysts use SATs and consequently suggests that the time pressure analysts face may vary by agency.\textsuperscript{29} Marrin’s research indicates that many intelligence scholars believe that more rigorous or scientific techniques such as SATs are inappropriate for intelligence analysis given that analysts work with incomplete and often deceptive data.\textsuperscript{30} As well, there is some criticism that SATs may negatively affect the quality of reasoning because they disrupt fluid intelligence and analogical reasoning.\textsuperscript{31} 

Along with the lack of adoption of SATs within the IC, judgment and decision science researchers have argued that there is not enough research that systematically tests the efficacy of SATs in meeting these goals,\textsuperscript{31} and the studies that have examined them have so far found mixed support.\textsuperscript{32} In a more general critique to the use of SATs, Chang et al. argue that these techniques are unlikely to effectively mitigate cognitive biases because they propose unipolar solutions when most cognitive biases are bipolar.\textsuperscript{33} For example, efforts to counter an analyst’s overconfidence in their judgement may cause the analyst to become under-confident.

SATs also do not address another problem for the IC, which is the writing of the analytical product. As noted earlier, they can lack clarity or fail to provide support for their judgements. This makes it challenging for consumers of these products, which are decision-makers or other analysts, to fully understand the analytical process that led to a particular judgement, thus missing one of the recommendations of the Robb-Silberman commission.\textsuperscript{34}

**Designing and implementing structured techniques**

Our team set out to devise a potentially more effective SAT to test using social science experimentation methods, that we call TRACE (Trackable Reasoning and Analysis using Collaboration and Evaluation). We experimentally tested TRACE against EAA and a control
condition of unaided reasoning. In this section, we review the research on ACH, describe the version of EAA we designed for this experiment, and introduce TRACE.

**Analysis of competing hypotheses**

ACH was originally developed by Heuer and involved eight sequenced steps, including a thorough identification of all validly possible hypotheses, a listing of significant evidence, and an evaluation of the supportiveness of the evidence for each hypothesis [See Figure 1].

[Figure 1 here]

According to Heuer, ACH provides an analytical process that is markedly different from what he describes as the unaided, conventional approach most analysts follow. Whereas analysts often start by first identifying what they consider to be the most likely answer or hypothesis and then examining the available information, ACH instructs analysts to instead begin by identifying the “full set of alternative possibilities.” Furthermore, ACH directs analysts to evaluate the significance of each piece of evidence and argument for every hypothesis. During this step, the evidence that supports several hypotheses are of little diagnostic value and should be discarded. Finally, whereas analysts often base their final judgements on the hypothesis that has the most supporting evidence, ACH instead instructs analysts to select the hypothesis with the least amount of disconfirming evidence. Heuer explains that an analyst can never fully “prove” that a single hypothesis is true, since much of the supporting evidence may support alternative hypotheses as well. However, a single piece of disconfirming evidence may suffice to reject a hypothesis. Overall, Heuer argues that ACH’s process of identifying all of the hypotheses at the outset, mapping all of the information to every hypothesis, and prioritizing disconfirming evidence helps analysts avoid several critical errors, such as confirmation bias and anchoring bias.
Although ACH has received prominent endorsements and is one of the most widely studied SATs in the field of intelligence analysis, it has also received serious critiques from practicing analysts and scholars. For instance, both Jones and Chang et al. criticize ACH for failing to provide clear instructions for key steps in the ACH process. Jones argues that ACH does not specify how to correctly individuate evidence. For example, if two different witnesses claim to have seen the same event, Jones claims that ACH is unclear if this should be treated as one piece of evidence or two separate pieces of evidence. Similarly, Chang et al. argue that ACH does not provide clear and concrete instructions for how to correctly evaluate the evidence. For both Jones and Chang et al., ACH’s lack of clear instructions inserts a degree of subjectivity into the process that can result in two different analysts deriving drastically different conclusions.

These obstacles to ACH’s adoption by working analysts may not be insurmountable if proponents for the technique could point to research findings that demonstrate ACH’s efficacy. There have been a few empirical studies on ACH, however, and the results are mixed. Lehner et al. found that ACH did not reduce anchoring bias, which is the tendency for future reasoning to be inordinately influenced by exposure to past information, but was effective in reducing confirmation bias, which is the tendency to seek information that confirms hypotheses and discount disconfirming information among participants without professional analysis experience. In a small pilot study, Kretz et al. examined the effect different SATs have on confirmation bias and anchoring bias among participants with no analytical experience. Although participants in the ACH condition generated more hypotheses in certain phases of the experiment, there was no universal pattern across the experiment, indicating that none of the SATs were superior at bias reduction. Billman et al. experimentally tested a collaborative software-based version of ACH they developed called CACHE. They found that CACHE significantly reduced confirmation
bias among participants in groups whose members possessed different initial beliefs and participants that worked by themselves relative to groups whose members possessed similar initial beliefs. This study did not include a control condition, and thus their results do not provide an indication of CACHE’s efficacy relative to unaided reasoning. Whitesmith found that participants trained and instructed to use ACH did not exhibit lower levels of confirmation bias relative to participants in a control condition that received no such guidance to complete an analytical task. Mandel et al. found that intelligence analysts trained and instructed to use ACH to complete an analytical task performed slightly worse on evaluating the probability of each hypothesis than analysts not trained and not instructed to use ACH (the control) to complete the same analytical task. Finally, Dhami et al. analyzed the results of Mandel et al.’s experiment and found that participants in the ACH condition were less likely to consider base rate information as well as less likely to evaluate evidence consistently relative to participants in the control group. Moreover, the majority of the participants in the ACH condition did not correctly follow all of the steps despite receiving training in ACH.

Overall, the current findings from the experimental studies on ACH do not provide a clear indication of potential efficacy. Moreover, all of the experimental research on ACH thus far has focused solely on how ACH impacts judgement accuracy, often employing problems for which the sensitivity, reliability, and validity are unknown and thus may not provide ideal assessments. None of these prior studies have examined whether or not analysts that use ACH compose clearer, more complete analytic products that better justify the judgment, articulate assumptions, and note gaps in information that might affect the judgment. Due to these limitations in the existing literature, more systematic empirical investigation of ACH and other
SAT approaches is warranted, especially given that the IC devotes resources to training analysts in ACH and implementing it as part of the standard and expected analytic tradecraft.

**The implementation of a simplified analogue of ACH: Evidence Alignment Assessment (EAA)**

To begin to address the dearth of rigorous experimentation, we designed a more simplified analogue of ACH – Evidence Alignment Assessment (EAA) – to examine the effect of SATs on both accuracy of reasoning and quality of analytical report writing. EAA was designed to provide the core elements of ACH, such as the generation of multiple hypotheses and the evaluation of supportive and non-supportive evidence, but also to reduce the analytical steps to avoid unnecessary burden and repetition. The design of this simplified version was informed by the following sources. First, prior research suggests that ACH may be confusing and challenging to use, as we described previously. Second, we conducted interviews with nine current or former intelligence analysts to learn their workflows and processes, and our EAA design was based on the interview findings. Third, our experimentation was constrained to untrained or novice analysts. Consequently, we designed EAA with the goal of providing participants with a SAT that kept the core elements of ACH yet was accessible to people with minimal to no prior professional analytical experience.

Thus, we developed a simplified version that provided the most central elements of ACH, such as hypothesis generation, and identifying key evidence that might confirm and disconfirm those hypotheses. This approach enables examination of whether these foundational elements of ACH are associated with improvements in reasoning. EAA has six steps. The first is an orientation step that introduces the analyst to the problem statement. The second step is a hypothesis generation step where they are prompted to generate several alternative hypotheses about the problem. This step comes before a review of the source materials to help encourage
creative thinking, reduce the chances that the source materials restrict the potential hypotheses generated, and also helps mitigate cognitive biases, such as confirmation bias (see Figure 2).

The third step encourages a critical reading of each source, including assessing the credibility of information and the relevance of it to the problem. The fourth step shows the hypotheses again which were generated in step two and encourages another critical review of the hypotheses given a deeper understanding of the problem space and the related source materials. The fifth step is similar to ACH in that the analyst considers each hypothesis and the source materials and how supportive or contradictory the information is to the problem (see Figure 3). The last step shows the analyst each hypothesis ranked by how supportive the source materials are for that hypothesis, using a formula that weights the relative supportive evaluation, along with the analysts’ scoring of the source’s relevance and credibility. The analyst can choose to further re-order or reconsider the source materials based on this ranking. Although EAA is a simplified version of ACH, it still instructs users to follow an order to conduct their analysis, although we designed EAA such that users could skip steps or go back to a prior step if they so chose.

[Figure 2 here]

[Figure 3 here]

From structure to flexibility: TRACE

To address some of the shortcomings of SATs identified via our interviews and the existing literature, we designed the TRACE application to provide a flexible reasoning approach that supports users through the entire analytical process: from evaluating source materials, to critically reasoning through the problem and rendering a judgement, to writing the analytical report. We also designed TRACE to reduce users’ over-reliance on (faulty) memory, to reduce
the likelihood that cognitive biases were driving the analysis, and to help users manage cognitive
load. Thus, TRACE offers mechanisms to support the process of reasoning while not demanding
a prescribed order to activities as SATs do.

Within the TRACE application, users can “understand the task” by answering a short
series of questions about the problem and receive recommendations as to how to analyse it and
what tools in TRACE to use. They can review the analytical task, what we call the
“background,” examine all of the source materials and rank, rate, and annotate them, and use a
variety of tools to aid critical thinking about the problem, and compose and review their report.
The core of the TRACE application is the report. The TRACE report provides users with a
template that breaks down the final report into sections. These correspond with key aspects of a
successful reasoning and analytical process, including information evaluation, final judgement,
justification, assumptions, alternative hypotheses considered, and gaps in information, as
identified in the Intelligence Community Directive 203, which spells out key features of high-
quality analytical products (See Figure 4). We designed the TRACE report to benefit both the
user conducting the analysis as well as consumers of the user’s final analytic product.
Additionally, by breaking the report template into different sections that correspond to these key
reasoning steps, the analytic products users generate through TRACE should provide readers of
the analytic products with a clearer sense of the analyst’s reasoning process.

[Figure 4 here]

TRACE’s other tools are optional and intended to help users complete the report. TRACE
provides an annotation tool for sensemaking and critical evaluation of source materials. Prior
scholarship suggests that critical source annotation promotes a more active and analytical form
of reading. The annotation tool in TRACE enables the user to highlight information that they
consider important, place descriptive tags and comments on those highlights, and add date-based information directly to a timeline tool. TRACE stores the contents of the user’s annotations in an easy-access repository for later retrieval. The annotation tool is meant to help users focus on identifying and evaluating key information and to document it easily so that the analyst does not need to keep track of key information in working memory.

TRACE also provides analysis tools to assist users with key aspects of the analytical process that we modelled after prominent SATs, including structured debate, key assumptions check, and ACH. TRACE provides them as aids that the analyst can choose to use as the problem and the circumstances dictate. For example, the key assumptions check tool asks the user to identify the assumptions underlying what they consider to be their best hypothesis and consider situations where these assumptions could be wrong as well as the effect this would have on their conclusions. Users enter their answers to these questions in text boxes that they can then export into the assumptions section of the TRACE report.

TRACE’s optional hypothesis evaluation tool provides a modified version of ACH. This tool asks users to rate the supportiveness of each piece of evidence they’ve tagged using the annotation tool on a scale from “Highly Contradictory” to “Highly Supportive” for each hypothesis they have identified (see Figure 5). Based on this evaluation, the tool then generates a score for each hypothesis to help users determine which of the hypotheses was the strongest given the currently available information. Participants can then select what they considered to be the best hypothesis and add this hypothesis into the final judgement report section.

[Figure 5 here]

TRACE uses context-aware nudging to offer guidance and provide feedback at key moments during the reasoning process. Research suggests that nudging can be effective at
helping people do a task without significantly disrupting flow.\textsuperscript{57} TRACE provides nudges in multiple forms, including text suggestions in the tools, pop-up notifications, and visual cues. For example, a pop-up notification encourages use of the annotation tool if they have not done so after viewing a source for three minutes. Similarly, each report section includes links to specific tools that can aid users to complete that section.

Overall, TRACE provides tools and techniques that users can adopt to augment their natural reasoning process. To do so, TRACE offers a report template, guidance, and optional tools and techniques intended to help users process and evaluate information, offload their memory and reasoning work to the application,\textsuperscript{58} as well as to mitigate cognitive biases and other errors in reasoning and decision-making.

Methods

We designed an experiment to test the effectiveness of TRACE in improving quality of reasoning when compared to Evidence Alignment Assessment (EAA), and to an external control in which participants were given an analytical problem in PDF format and a blank text box on Qualtrics, an online survey software, to report their findings. Although the ultimate questions around the effectiveness of SATs need to be addressed in real world settings, initial investigations of core underlying properties, such as this one, can begin with an exploration of the impact on more general reasoning.

We developed three complex problems to use in testing. These problems were designed to simulate situations that intelligence analysts encounter, such as determining an evacuation route during a riot (“Cambria Escape Route”), identifying a suspect based on limited information (“Which Lovell?”), or determining the motivation behind a violent attack (“Unusual Suspects”). Each problem had between five and eight pieces of evidence or source materials associated with
them. For example, the problem about determining the motivation behind a violent attack, “Unusual Suspects,” included newspaper reports of the event, a Wikipedia entry about actors involved in the attack, a Facebook page of the possible attacker, and the front page of a website for a watchdog organization that contained detailed information about the attack. We designed these problems with input from former open source intelligence analysts. The problems thus were designed to have face validity relative to the types of problems open source analysts would tackle in their actual daily work, including misleading and irrelevant source materials, and hence were intended to tap into similar types of reasoning and judgment in non-expert participants. Moreover, we designed the problems to activate common cognitive biases, such as confirmation bias and fundamental attribution error. The three problems used in this experiment required different types of reasoning, work-flows, and also were of varied difficulty levels, as ascertained in pre-testing of these materials using accuracy of the judgment as the metric. Because of this, we considered them as conditions in the experimental design for the purposes of sample size and power calculation. This experiment was pre-registered with the Open Science Foundation (OSF), following best practices in psychology and the need for more transparency in experimental designs.

We hypothesized that both TRACE and EAA participants would demonstrate higher quality of reasoning in their analytical products than those assigned to an external control. Thus:

**H1a:** Subjects randomly assigned to TRACE will demonstrate higher quality reasoning skills than will subjects assigned to a control condition.

**H1b:** Subjects randomly assigned to EAA, a modified version of Analysis of Competing Hypotheses, will demonstrate higher quality reasoning than will subjects assigned to a control condition.
Given that TRACE provides a flexible approach relative to EAA’s approach, we hypothesized that participants assigned to the TRACE condition would perform better in terms of quality of reasoning than those in the EAA condition.

**H2:** Subjects randomly assigned to TRACE will demonstrate higher quality reasoning than will subjects assigned to modified ACH (EAA).

Finally, given that the problems varied in their difficulty, we hypothesized that the quality of reasoning would be associated with the assignment to different problems.

**H3:** Reasoning quality will vary by problem, with some problems being more difficult than others.

Participants were assigned to conditions via a block randomization design. Within each block, participants were randomly assigned to conditions by sampling without replacement from the set of all conditions. Participants for this study were recruited from Amazon Mechanical Turk (MTurk). We recruited 396 participants,\(^6^1\) based on a power analysis considering 9 conditions, an effect size \(f = .25\), \(\alpha = 0.05\), and power = 0.95, which indicated that we needed a minimum of 378 participants.\(^6^2\) After solving a problem in their assigned condition and submitting their analytical report, participants were asked to answer a 20-minute survey. The survey asked a series of questions about demographics. The final numbers of participants for each case were: Cambria Escape Route, \(n = 127\); Unusual Suspects, \(n = 130\); Which Lovell?, \(n = 139\).

**Measures:**

**Quality of Reasoning:** We used systematic content analysis as suggested by Neuendorf and Krippendorff to determine the quality of reasoning, on several dimensions, in analytic products.\(^6^3\) The analysis was informed by the Intelligence Community Directives (ICD) 203. Unlike some
prior studies that only score the probability estimates of the judgment, we aimed for a more holistic evaluation. Analytic products are read by decision-makers who are making determinations of the soundness of the product on several elements, including considerations of gaps in the information that would change the judgment and detailing key assumptions. For this reason, our evaluation criteria included several dimensions. All dimensions were then constructed as categorical variables. We operationalize the following dimensions of reasoning:

a) Quality of Justification, defined by a set of dimensions of argumentation and reasoning, such as the use of evidence-based argumentation, offering complete answers and making direct connections between arguments and evidence;

b) Evaluation of Resources, defined as a critical evaluation of usefulness and credibility of available resources;

c) Evaluation of Assumptions, which considers the extent to which reasoners are able to identify underlying assumptions in their conclusion and reasoning, as well as to evaluate their potential impact;

d) Identification of Alternative Hypotheses, evaluated as the extent to which reasoners present and justify alternative plausible answers and whether they offer reasons to discard them in favor of their selected answer;

e) Gaps in Knowledge, defined as reasoners' ability to identify relevant gaps in the available evidence and the extent to which they may affect the selected hypothesis.

Coders were trained to evaluate cases on these dimensions based on a set of directions that were further tailored for each specific problem. These additional directions outlined examples of correct answers, presented examples of high and low quality of reasoning, and provided
problem-specific guidelines or rules to judge analytical reports in the general categories of the codebook. For reliability, we used pairwise agreement scores over 80% before coders were able to analyze reports. All coders achieved this level of agreement. After coding analytical reports individually, each pair of coders discussed any remaining disagreements in their scoring so as to create a final dataset, which was then used for analysis.

*Other Measures:* To measure system usability, we administered the System Usability Scale (SUS) during the post survey. The SUS includes a set of questions that measures the system functionality of a given digital platform, such as the web-based applications that participants in each condition needed to use to solve the problem. The scale provides options, such as “I find the application very cumbersome to use” and “I felt very confident using the application.”

**Results**

**Main results**

The experiment was conducted on 396 subjects: EAA \((n = 120)\), TRACE \((n = 114)\), and the external control \((n = 162)\). Owing to a structural error in the external control condition, we discarded 40 cases. The final dataset for analysis had 356 valid participants. **Table 1** shows the number of cases by assigned condition and problem.

**Table 1 here**

The quality of reasoning scores ranged from -8 to +17, and the average quality of reasoning scores, considering the three problems, was 6.4 \((SD = 4.8)\). **Table 2 and Figure 6** show the differences in quality of reasoning between conditions. TRACE’s 95% confidence interval lower bound was much higher than the upper bounds for EAA and the external control, demonstrating that TRACE produced comparably higher levels of quality of reasoning.
The first set of hypotheses compared TRACE and EAA to the external control condition. H1a posited that participants assigned to TRACE, our flexible analytic technique, would demonstrate greater quality of reasoning skills when compared to the external control condition. The results support this hypothesis, as TRACE participants had significantly higher quality of reasoning scores than those assigned to the control condition. Participants assigned to EAA, however, did not demonstrate greater quality of reasoning skills compared to the external control, rejecting H1b. As demonstrated in Figure 6, the confidence intervals for quality of reasoning scores overlap, suggesting that the differences in quality of reasoning scores were not significant (EAA had a lower bound of 4.2, and the external control had an upper bound of 4.7).

The second hypothesis compared the two structured techniques and stated that TRACE would yield greater quality of reasoning than would EAA. This hypothesis was supported. When looking at confidence intervals around the average quality of reasoning scores, the upper bound of EAA was 5.8, while the lower bound of TRACE was 9.4.

The third hypothesis predicted a significant variance in quality of reasoning by analytical problem. The differences in quality of reasoning between problems were not statistically meaningful: The average score for Cambria Escape Route was 6.5 ($SD = 4.6$), the average for Which Lovell? was 6.5 ($SD = 4.7$), and the average for Unusual Suspects was 6.1 ($SD = 5.1$). An ANOVA revealed that the differences by problem were not statistically different from one another ($F (2, 353) = 0.38, p = 0.69$), rejecting our third hypothesis.

We further ran an Ordinary Least Squares (OLS) regression that examined the extent to which the structured technique predicted quality of reasoning controlling for problem to test the
robustness of our findings, as shown in Table 3. TRACE yielded higher quality of reasoning than did the control condition (beta = 0.61, p < 0.001). EAA also yielded higher quality of reasoning than did the control condition (beta = 0.10, p < 0.05). These results provide some support for H1b, when the problem is taken into consideration. There is some evidence to suggest that TRACE provided the greatest benefit to quality of reasoning as demonstrated by the confidence intervals around the TRACE and EAA coefficients, thus providing further support for our second hypothesis.

[Table 3 here]

**Post-hoc analysis**

We further tested the robustness of our findings by controlling for demographic characteristics and word count. We ran an OLS regression taking demographics into account. We also included the word counts of the reports submitted. It is possible that the structured techniques, TRACE and EAA, might prompt people to write more than the control condition. We wanted to ensure that positive benefits of these conditions were more robust than mere word count boosters.

The number of words generated in the reports varied by assignment to condition. The word count averages were 728.52 (SD = 370.24) for TRACE, 461.33 (SD = 279.42) for EAA, and 435.72 (SD = 289.66) for the control condition. ANOVA results indicated that there were significant differences between conditions (F(2, 353) = 30.92, p < 0.001, η² = 0.149). This suggested that it was important to control for word count to determine whether TRACE made important contributions to quality of reasoning once word count was controlled.

As shown in Table 4, even if demographic characteristics and report word count are taken into consideration, both TRACE and EAA outperformed the control condition on quality
of reasoning scores (beta = 0.43, p < 0.001 and beta = 0.09, p < 0.05 respectively). The increases in quality of reasoning were not merely the result of encouraging participants to write more than they did in the control condition. The number of words in the reports was positively associated with quality of reasoning (r = 0.619, p < 0.001), and in the regression, the word count produced a beta = 0.47, p < 0.001. Importantly, TRACE and EAA made important, statistically significant contributions to reasoning even when word count was controlled.

[Table 4 here]

To better understand what features participants were most and least likely to use in TRACE and what that might suggest about the efficacy of TRACE, we analyzed log data. All actions in the software were logged for each individual. This allowed us to see when and what tools people used. We found that participants who used the hypothesis generation tool to generate at least two hypotheses had statistically significantly higher reasoning quality than those who did not use the tool (t(40) = -3.08, p = .004). Using the tagging tool to highlight and annotate source materials also had a strong, positive association with judgment accuracy, t(112) = -1.99, p = 0.04, and quality of reasoning, t(112) = -3.32, p = .001, when we compared participants who used the tagging tool and made at least ten annotations or highlights (N=40), to those who made nine or fewer uses of the tool (N = 72).

We analysed the sequences of actions in TRACE to further understand how high quality reasoning was produced. For this sequence analysis, we binned the quality of reasoning scores into three categories of low, medium, and high and analysed when in their progress they used tools and features of TRACE. As Figure 7 shows, users who wrote the highest quality analytical products were: more likely to spend time with the “understand the task” tool; to use the timeline tool early in their analysis; to evaluate and rate the relevance and credibility of the source
materials early in the analysis; to generate hypotheses earlier in their analysis; and to review the background document, which detailed the problem that they were to reason through. By contrast, those who wrote analytic products that were scored low were likely to use the timeline tool late in their analysis process, to rate sources much later than those who scored higher, and to use the key assumptions check and/or hypothesis generation tool generally later in their process.

[Figure 7 Here]

Discussion

This paper investigated the effectiveness of TRACE, a flexible analytic technique that offers analysts a variety of optional tools to assist with memory and recall as well as guidance for each step of the analytical process, as compared to a modified version of ACH—which we refer to as Evidence Alignment Assessment (EAA)—and to an external control of unaided reasoning. Our analysis finds that TRACE was the most effective approach to assisting quality of reasoning in analytical problem-solving when compared to both the external control condition and to EAA. These results suggest that novice analysts can benefit from a flexible analytic technique with a light structure and several different tools to aid problem-solving as the analyst dictates, and that these benefits are not only noticeable when compared to an external control condition, in which there was minimal guidance, but also in relation to an ordered structured technique of the same basic nature as ACH. The benefits of TRACE were consistent in both the bivariate analysis and the regression analysis controlling for analytical cases.

Another goal of this study was to assess the effectiveness of the foundational elements of ACH. Although there were no meaningful reasoning benefits in the bivariate analysis for EAA—that is, without taking the analytical problems into consideration—when it was compared...
to the control condition, we found some modest benefits to improving quality of reasoning in participants using EAA once the case was included as a control. These results are consistent with some of the criticism towards traditional structured techniques and their limited applicability to a broad array of intelligence problems. Following a set of predefined steps to generate and evaluate hypotheses, the core of ACH can be helpful to solve specific types of problems.

Consistent with arguments other scholars have put forward, we suggest that future research should focus on understanding precisely which types of intelligence problems are suitable for which types of SAT. The current results cannot speak to whether any of the omitted elements of ACH itself would have provided substantial improvements in reasoning, but given its complexity any future research seeking to examine that is likely to need to employ highly trained participants.

It is worth noting that there were no major differences in quality of reasoning by problem. This is contrary to what we had hypothesized. This finding suggests that approaches like TRACE are not limited to a single type of reasoning problem. The more flexible analytical technique can be applied to support reasoning problems with varying levels of difficulty and of different types of reasoning.

Taken together, the results of our experiment suggest that TRACE provided a markedly more effective approach for aiding reasoning relative to a more prototypical, ordered SAT. Although we did not directly measure the probable use of cognitive biases in the analysis, we designed the problems to activate them, especially confirmation bias and fundamental attribution error. Incorrect judgments and faulty reasoning were measured in the evaluation of analytical products, and weak reasoning was likely caused by reliance on cognitive biases. Future
experiments need to tease out more directly which cognitive biases might be less likely to be relied upon when using TRACE as compared with other SATs.

We do not claim these findings directly reflect either the SATs used by analysts, nor how they are used in practice, and they may not capture the performance of trained analysts on real analytic problems. Additional experiments are necessary to determine the generalizability of these results. Keeping in mind that the population for this study was not restricted to professional intelligence analysts, it may be the guidance TRACE offered was particularly beneficial for those that do not have any experience conducting analyses of this nature. It could be that trained analysts gain greater benefit from a more structured analytical technique than TRACE provided. Consequently, it is important for future research to examine TRACE’s impact on the quality of reasoning among trained intelligence analysts and to do further comparisons with more structured approaches. Additionally, a longitudinal study where novices complete several analyses would help determine if TRACE’s efficacy endures after participants have become more familiar with this type of analytical task.

Given these findings, we suggest that the IC needs to more carefully consider training and techniques in tradecraft to support high quality analysis. ACH and other SATs are part of the core training that analysts are given. Our results add to the small but growing body of scholarly studies that have empirically tested aspects of SATs and find that they may not have the desired effects initially predicted by Heuer and Pherson. Our results suggested that EAA, a prototypical structured technique, is less effective than TRACE, which provides a set of tools for analysis but enables more flexibility as to which tools and structures to use to support their specific analytical needs. The training and recommendations to use ACH in the Tradecraft Primer may need reconsideration as the evidence mounts that it fails to meet the needs it was designed to address.
Our results suggest that complex reasoning requires a variety of tools to aid in the analysis process. Moreover, this study finds that greater support for writing the analytical product is needed to help detail more fully the sources that influenced the final judgment, as well as assumptions that may have driven the analysis, and gaps in the available information that might be affecting the final judgment.

**Conclusion**

Heuer and Pherson substantially influenced the nature of intelligence tradecraft by pushing for greater awareness of cognitive biases and developing SATs to address them. Their work over the past two dozen years has helped the IC to be rigorous and reflective about the flaws in human cognition that can lead to faulty reasoning. These SATs, though, need rigorous social scientific experimentation to ascertain whether they indeed provide the benefits to analysis. In this paper, we conducted such an experiment, examining a prototypical SAT (EAA), and compared that to a flexible SAT (TRACE). Our findings suggest that the more flexible work environment, clear template for generating a high-quality analytical product, and a suite of optional analytical tools generated higher quality reasoning than the more typical SAT approach, and as compared with unaided reasoning. There is a hint that EAA can improve reasoning when the forms of problems are taken into account, offering some limited evidence that the elements underlying common practices like ACH can be beneficial. However, the combined results suggest future support for analytical reasoning in intelligence contexts may provide more benefits if approaches are aimed at the processes of reasoning in a flexible, report-focused format as found in TRACE.
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Figure 1: Heuer’s Original Version of ACH

<table>
<thead>
<tr>
<th></th>
<th>Step</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Identify all of the possible hypotheses to be considered</td>
</tr>
<tr>
<td>2</td>
<td>List all of the significant evidence and arguments that support or refute each hypothesis</td>
</tr>
<tr>
<td>3</td>
<td>Create a matrix and evaluate the diagnosticity or significance of each piece of evidence and argument for every hypothesis</td>
</tr>
<tr>
<td>4</td>
<td>Refine the matrix by deleting evidence and arguments that have no diagnostic value</td>
</tr>
<tr>
<td>5</td>
<td>Tentatively rank the hypotheses based on the amount of information that is inconsistent or disproves each hypothesis</td>
</tr>
<tr>
<td>6</td>
<td>Consider how dependent your analysis is to a few critical pieces of evidence and the consequences if this evidence is wrong or misleading</td>
</tr>
<tr>
<td>7</td>
<td>Compose a report that includes a discussion of the likelihood for all the hypotheses</td>
</tr>
<tr>
<td>8</td>
<td>Identify and explain how specific events or new information may alter your conclusion</td>
</tr>
</tbody>
</table>
Figure 2: The Hypothesis Generation Step in EAA

Figure 3: The Assess the Supportiveness of the Resources Step in EAA
Figure 4: The TRACE Main Page
Figure 5: Hypothesis Evaluation Tool in TRACE

This tool works best after you have reviewed the sources and tagged information as evidence. TRACE will combine all of that evidence here for you to further evaluate.

Hypothesis 1

- Skip this hypothesis

Tagged Evidence

**Evidence:** Change of ownership request denied
Does the evidence support your hypothesis?

- Highly Contradictory
- Contradictory
- Neutral
- Supportive
- Highly Supportive

**Evidence:** “Hi. This is a fully functioning heavy-duty power lift in mint condition. It was disassembled and stored for several months, but has been used pretty regularly the past 7 months. Fully tested. Ready to go. This device retails for almost $8,000. Thanks for stopping by – Jill H.”

Does the evidence support your hypothesis?

- Highly Contradictory
- Contradictory
- Neutral
- Supportive
- Highly Supportive

**Evidence:** The woman we bought the equipment from did not mention a voided warranty.

Does the evidence support your hypothesis?

- Highly Contradictory
- Contradictory
- Neutral
- Supportive
- Highly Supportive

**Evidence:** electrical engineer

Does the evidence support your hypothesis?

- Highly Contradictory
- Contradictory
- Neutral
- Supportive
- Highly Supportive
Figure 6: Mean Quality of Reasoning Scores by Condition

Figure 7: Logged Actions by Quality of Reasoning
Table 1. Sample Size by Condition and Problem Assignment for Experiment 3

<table>
<thead>
<tr>
<th></th>
<th>EAA</th>
<th>TRACE</th>
<th>External Control</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cambria Escape Route</td>
<td>37</td>
<td>38</td>
<td>16</td>
<td>91</td>
</tr>
<tr>
<td>Unusual Suspects</td>
<td>41</td>
<td>37</td>
<td>48</td>
<td>126</td>
</tr>
<tr>
<td>Which Lovell?</td>
<td>42</td>
<td>39</td>
<td>58</td>
<td>139</td>
</tr>
<tr>
<td>Total</td>
<td>120</td>
<td>114</td>
<td>122</td>
<td>356</td>
</tr>
</tbody>
</table>
Table 2. Mean Differences in Quality of Reasoning by Structured Technique

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>95% CI Lower Bound</th>
<th>95% CI Upper Bound</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>EAA</td>
<td>5.0</td>
<td>4.4</td>
<td>4.2</td>
<td>5.8</td>
<td>120</td>
</tr>
<tr>
<td>TRACE</td>
<td>10.2</td>
<td>4.3</td>
<td>9.4</td>
<td>11.0</td>
<td>114</td>
</tr>
<tr>
<td>External Control</td>
<td>4.1</td>
<td>3.3</td>
<td>3.5</td>
<td>4.7</td>
<td>122</td>
</tr>
<tr>
<td>TOTAL</td>
<td>6.4</td>
<td>4.8</td>
<td>5.8</td>
<td>6.9</td>
<td>356</td>
</tr>
</tbody>
</table>
Table 3. OLS Regression Predicting Quality of Reasoning

<table>
<thead>
<tr>
<th></th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>Sig.</th>
<th>95% Confidence Interval for B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td>Lower Bound</td>
</tr>
<tr>
<td>Structured Report</td>
<td>6.294</td>
<td>0.531</td>
<td>0.611</td>
<td>0.000</td>
</tr>
<tr>
<td>EAA</td>
<td>1.036</td>
<td>0.522</td>
<td>0.102</td>
<td>0.048</td>
</tr>
<tr>
<td>Case: Lovell</td>
<td>0.548</td>
<td>0.492</td>
<td>0.056</td>
<td>0.266</td>
</tr>
<tr>
<td>Case Cambria</td>
<td>-0.373</td>
<td>0.558</td>
<td>-0.034</td>
<td>0.504</td>
</tr>
<tr>
<td>Constant</td>
<td>3.862</td>
<td>0.455</td>
<td></td>
<td>0.000</td>
</tr>
</tbody>
</table>

*R Square = 0.318*
Table 4. OLS Regression Predicting Quality of Reasoning with Controls

<table>
<thead>
<tr>
<th></th>
<th>Unstandardized Coefficients</th>
<th>Standardized Coefficients</th>
<th>Sig.</th>
<th>95% Confidence Interval for B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>Std. Error</td>
<td>Beta</td>
<td>Lower Bound</td>
</tr>
<tr>
<td>Constant</td>
<td>-3.36</td>
<td>2.05</td>
<td>0.102</td>
<td>-7.38</td>
</tr>
<tr>
<td>TRACE</td>
<td>4.41</td>
<td>0.48</td>
<td>0.43</td>
<td>0.000</td>
</tr>
<tr>
<td>EAA</td>
<td>0.91</td>
<td>0.44</td>
<td>0.09</td>
<td>0.042</td>
</tr>
<tr>
<td>Case: Lovell</td>
<td>0.27</td>
<td>0.42</td>
<td>0.03</td>
<td>0.513</td>
</tr>
<tr>
<td>Case Cambria</td>
<td>-0.84</td>
<td>0.48</td>
<td>-0.08</td>
<td>0.077</td>
</tr>
<tr>
<td>Female</td>
<td>0.44</td>
<td>0.38</td>
<td>0.04</td>
<td>0.244</td>
</tr>
<tr>
<td>Education</td>
<td>1.85</td>
<td>1.01</td>
<td>0.07</td>
<td>0.067</td>
</tr>
<tr>
<td>Age</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.996</td>
</tr>
<tr>
<td>White</td>
<td>0.76</td>
<td>0.47</td>
<td>0.06</td>
<td>0.105</td>
</tr>
<tr>
<td>Report Word Count</td>
<td>0.01</td>
<td>0.00</td>
<td>0.47</td>
<td>0.000</td>
</tr>
</tbody>
</table>

*R Square = 0.521*