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Abstract

Indirect combustion noise, as an important source of noise in gas turbines, was traditionally attributed solely to entropy waves. In recent years, compositional waves were introduced as another contributor to indirect combustion noise. Nonetheless, unlike that of entropy waves, the annihilation of compositional waves by the mean flow has remained largely unexplored. Hence, the current numerical study analyses the spatio-temporal evolution of different components of compositional waves and compares them with the decay of entropy waves. A convecting wave, including a mixture of combustion products at elevated temperature, is introduced at the inlet of a simple channel. This allows simultaneous analysis of entropy and compositional waves. The passage of these along the channel is modeled using a large eddy simulation and the annihilation of the waves’ components is examined in the frequency domain. It is shown that the turbulence level of the mean flow and convective heat transfer on the walls can both result in a considerable wave deterioration.
However, the effects of heat losses from the channel walls are found to be stronger than that of turbulence intensity. Importantly, as the wave is convected, the chemical potential function remains coherent for most of the channel length and deterioration of the compositional wave majorly ensues from the mixture fraction gradient. The results indicate that, overall, the compositional sources feature 10% to 20% more dissipation in comparison with the entropic sources. Therefore, compositional waves are less likely to survive the flow and generate noise.
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1. **Introduction**

Combustion noise is a major concern associated with the operation of gas turbines and aero-engines for which noise emissions are subject to strict regulations [1]. Further, the reflection of combustion generated noise from the combustor exit nozzle can activate thermoacoustic instabilities and result in significant engine damage [1,2]. In general, combustion generated noise is attributed to direct and indirect sources [3]. Unsteady volumetric expansion of the flame, due to heat release, is the origin of the direct noise [4–6]. The indirect noise, however, is emanated from the convecting disturbances of temperature, chemical composition, or vorticity passing through a region of strong pressure gradient and thus flow acceleration [7,8]. Such disturbances are generated by the flame while their conversion to sound occurs in the combustor exit nozzle and the first stage of the turbine blade [9,10]. It follows that the occurrence of indirect combustion noise depends upon the survival of convecting disturbances throughout their journey from the flame to the downstream nozzles.

Irreversible temperature disturbances are thermodynamically entropy fluctuations convected by the bulk fluid flow and hence they are often called ‘entropy waves’. The physics of the conversion of entropy waves to acoustic waves were formally explained by Ffowcs Williams and Howe [11]. Nonetheless, inclusion of entropy waves in aerothermodynamic calculations was initiated in the 1970s by the pioneering
work of Marble and Candel [12]. These authors assumed non-dissipating, one-dimensional entropy waves under the assumption of a compact nozzle and derived analytical expressions for the transmitted and reflected noise [12]. More recently, there have been several theoretical studies [13–16], numerical simulations [17–20], and experiments [21–24] aiming to evaluate and release the restrictive assumptions made by Marble and Candle [12]. While these studies advanced the theory considerably, most of them neglected the evolution of entropy waves during their convection by the mean flow. As a result, dissipation and decay of entropy waves received much less attention compared to their conversion to acoustics. This shortcoming led to the issues that are discussed in the followings.

Relevance of entropy waves to the onset of thermoacoustic instabilities was questioned by Sattelmayer and co-workers [25,26], who asserted that entropy waves decay entirely before reaching the
exit nozzle. These theoretical arguments were also supported by Refs. [27–29]. However, the results of a direct numerical simulation conducted by Morgans et al. [30] were in sharp contrast to those of Sattelmayer et al. [25] and confirmed the survival of entropy waves. Physics of entropy waves indicate that they are of dissipative-dispersive nature [31]. Hence, their conversion to acoustic waves is dominated by the level of dissipation and decay of the wave by the mean flow [13,32,33]. The dissipation and dispersion of entropy waves were analyzed by Hosseinalipour et al. [19] and Fattahi et al. [20] through Large Eddy Simulation (LES). These authors considered the dissipative effects of the flow hydrodynamics together with convective heat transfer through the walls of combustor. It was shown that the latter could majorly affect the annihilation of entropy waves and that the inclusion of this effect could explain the reported contradictions in the literature [20].

Recently, Giusti et al. [34] conducted an experimental and numerical study to further explore the decay mechanisms of entropy waves. It was shown that shear dispersion of the mean flow at low Helmholtz numbers and turbulent mixing at large Helmholtz numbers are the key factors deteriorating the wave [35]. Ron and Chana [36] compared LES and URANS to identify which one is more appropriate for predicting the evolution of entropy waves. LES allowed prediction of the spatiotemporal evolutions of the wave, while URANS overestimated the temperature level of the hot spots and the resultant noise [36]. Gant et al. [37,38] developed an analytical model to predict the response of a flame to entropic waves, [38] and emphasized the role of turbulent mixing in practical configurations [37]. By conducting LES, Moreau et al. [39] showed that the amplitude of entropy wave subsided and its shape dispersed during convection in a long path. These authors cast doubt on the importance of shear dispersion due to the low frequency of the investigated entropy waves and reported little wave dispersion. This outcome was in keeping with that of Morgans et al. [40], which was later challenged by Fattahi et al. [20] due to the exclusion of thermal dispersion of the wave.

In an experimental study, Wassmer et al. [41,42] showed that entropy wave fluctuations are strongly related to Strouhal number, Reynolds number of the mean flow, and axial location of the wave. They also
reported the existence of a critical frequency that imparts significant annihilation of the entropy wave. Later, this was confirmed experimentally by Hosseinalipour et al. [43] in their study of entropy wave evolution. In keeping with the findings of Motheau et al. [44], Giusti et al. [35] asserted that deterioration of entropy waves was dominated by mixing through the dilution port of a rich-quench-lean combustor. Bach et al. [45] reported convection in long passages, high frequency, non-uniform acceleration, and shear dispersion as the main reasons for attenuation of entropy waves in the stator of gas turbines, while the film cooling contributed to the wave dissipation in a lower extent [45]. The first two reasons of Bach et al. [45] were also provided by Persico et al. [46], who generated entropy waves by injecting hot/cold flow in a real gas turbine. In their experimental study, Wang et al. [47] declared that entropy waves were vulnerable to heat transfer between the hot plume and cold walls. This was in keeping with the computational findings of Fattahi et al. [20] and Christodoulou et al. [48] who reported a fast decay of entropy waves in heat transferring channels.

Over 40 years ago, Sinai [49] showed theoretically that chemical inhomogeneities can become a source of sound. This has arisen from the perturbations in the chemical composition of the flue gases downstream of the flame. Three decades later, Magri et al. [50,51] formulated this source of indirect noise by using the theory of compact nozzles. Although thermodynamically, chemical inhomogeneities are entropy disturbances, the noise generated by them is often termed ‘compositional noise’ and is distinguished from entropy noise produced by hot spots. Magri et al. [50] showed that for a lean premixed combustor with a supersonic exit nozzle, the compositional noise could exceed entropy noise. They highlighted the importance of dissipation of compositional wave, although no analysis on this subject was reported. In an experimental effort, Rolland et al. [22] investigated entropic and compositional waves, and argued that dispersion and diffusion had a minor effect on the waves’ deformation. By extending an earlier model presented by Domenico et al. [52], it was declared that the compact-nozzle theory might overestimate the compositional noise [53]. They showed that the assumption of an isentropic nozzle could lead to inaccurate predictions and indicated that the compositional perturbation might experience minimal dispersion in short
tubes. Using URANS modeling and by injecting the inert gases, Rodrigues et al. [54] argued that the dispersion effects on the compositional waves remain insignificant.

The proceeding review of the literature clearly shows that dissipation and dispersion of entropy waves are essential parts of indirect noise generation. Recent studies on the spatiotemporal evolution of entropy waves have revealed the role of complex hydrodynamic and thermal effects in the decay of entropy waves and the subsequent sound generation [19,20,43,55,56]. However, so far, there is no systematic investigation focused on the decay of compositional waves. Existing studies of compositional noise have speculated rather differently about the evolution of these waves [22,57–59] and a conclusive view is yet to emerge. The current work aims to address this issue through conduction of high fidelity numerical simulations of the propagation process of a compositional wave in turbulent channel flows.

2. Problem configuration, boundary, and initial conditions

The investigated configuration consists of two parallel plates shown in Fig. 1a. The geometry and dimensions are the same as those of Ref. [30], assuming b = 2.5 mm. This simple geometry allows for exploring the physics of wave annihilation without intervention of the excess parameters. The base fluid flow is air under atmospheric pressure, temperature of 300K, and is treated as an ideal gas. Periodic boundary conditions are applied on the lateral and stream-wise directions of the channel. The zero axial gradient for all properties is set at the channel outlet. The turbulent Reynolds number is considered as 180, similar to that considered by Morgans et al. [30] in a similar configuration. A steady, fully-developed velocity profile is introduced at the channel inlet, corresponding to Reynolds number of 13600, similar to those earlier used for entropy waves in numerical simulations [19,20,40]. The inlet flow properties remain constant except for the duration that the entropic-compositional wave is introduced. The convective heat transfer on the external upper and bottom walls is set by implementing the thermal convective coefficient of 100 W/m².K [60] and the ambient temperature of 273K. The walls are characterized by zero thickness and no-slip velocity conditions. Reynolds number is defined based on the bulk flow velocity, \( U_b = 20.94 \text{m/s} \), and the hydraulic diameter of the channel, \( D_h \approx 10 \text{mm} \). Fig.1b demonstrates the distribution
of the probes on the channel cross-section that are later used for the analysis of the wave’s surface
destruction. They were chosen to detect the wave in the central and bilateral zones by recording data such
as temperature and species fractions. To limit the volume of data recording, only five points were selected.
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Fig. 1. (a) Schematics of the problem configuration, and (b) the distribution of the probes on the wave’s surface.

To generate entropic-compositional waves, a parcel of hot fluid with different chemical composition
compared to the base flow is injected uniformly into the whole inlet cross-section. This blob of gas is
comprised of H₂O, CO₂ and O₂ as the products of complete combustion of n-dodecane (Kerosene substitute)
in pure oxygen at an equivalence ratio of 0.8. This mixture is injected at the temperature of 330K for the
duration of 0.000545s such that 0.093 kg/s of gas is added to the main flow. The injection includes a linear
rising, a constant while, and an exponential dropping (see Ref. [19] for further details). Upon injection, the
generated pulse is convected throughout the channel by the base fluid flow. It is noted that this pulse features
a different temperature and chemical composition compared to the bulk fluid flow and therefore both
entropy and compositional waves have been generated.

3. Numerical and theoretical methods

3.1. Governing equations and numerical procedure

Entropy and compositional waves can be affected by turbulent mixing [37], heat transfer [20], and
diffusion [42]. Hence, a high fidelity numerical approach is required to capture the spatiotemporal evolution
of the wave during the advection process in the channel. For this purpose, transient LES is a reasonably
precise and affordable numerical approach [36] and is therefore utilized in this work.
In LES, all the equations are derived by filtering on the physical domain due to the separation of large and small-scale eddies. The large-scale decomposition of the general property of \( \varphi \) can be obtained by

\[
\bar{\varphi}(x) = \int_{x'} \varphi(x') G(x, x') dx', x' \epsilon V.
\]  

(1)

Filtered and non-filtered space, correspondingly presented by \( x' \) and \( x \), are involved in Eq. (1) wherein \( G \) shows the filtering function and \( V \) is the computational cell volume [61]. The filtered continuity and momentum equations are written as

\[
\frac{\partial \bar{\rho}}{\partial t} + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j) = 0,
\]  

(2)

\[
\frac{\partial}{\partial t} (\bar{\rho} \bar{u}_i) + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_i \bar{u}_j) = -\frac{\partial \bar{p}}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \bar{\tau}_{ij} - \bar{\rho} (u_i \bar{u}_j - \bar{u}_i \bar{u}_j) \right),
\]  

(3)

whereby \( \rho, u \) and \( p \) are fluid density, velocity, and pressure, respectively. Also, symbols \( \bar{\cdot} \) and \( \tilde{\cdot} \) denote spatial and Favor filtering, related to each other by \( \bar{\varphi} = \frac{\bar{\rho} \varphi}{\bar{\rho}} \), in which \( \varphi \) is an arbitrary variable [61]. In Eq. (3), \( \bar{\tau}_{ij} \), computed directly in the domain as the large scale, is obtained by

\[
\bar{\tau}_{ij} = \rho \bar{u}_i \bar{u}_j - \rho \bar{u}_i \bar{u}_j.
\]  

(4)

The subgrid-scale (SGS) stress tensor, \( \tau_{ij}^{SGS} \), which requires finer grid size and a model to calculate [62], is determined through

\[
\tau_{ij}^{SGS} - \frac{1}{3} \delta_{ij} \tau_{kk}^{SGS} = -2 \mu_{SGS} \left( \tilde{\mathbf{S}}_{ij} - \frac{1}{3} \delta_{ij} \tilde{\mathbf{S}}_{kk} \right),
\]  

(5)

where \( \mu_{SGS} \) means the subgrid-scale viscosity. The strain rate tensor for the resolved scales, \( \tilde{\mathbf{S}}_{ij} \), is expressed by

\[
\tilde{\mathbf{S}}_{ij} = \frac{1}{2} \left( \frac{\partial \bar{u}_j}{\partial x_i} + \frac{\partial \bar{u}_i}{\partial x_j} \right).
\]  

(6)

In Eq. (5), \( \tau_{kk}^{SGS} \) denotes the isentropic part of the SGS stress tensor written as
\[ \tau_{kk}^{SGS} = \rho (\bar{u}_k \bar{u}_k - \bar{u}_k \bar{u}_k) = 2 \bar{\rho} k_{SGS}, \]

in which \( k_{SGS} \) is the SGS kinetic energy.

Calculation of SGS turbulent viscosity (\( \mu_t \)) is a general challenge in LES [62]. Two models of Wall-Adapting Local Eddy-viscosity (WALE) [61] and Smagorinsky-Lilly [63] were presented for this purpose. Previous studies showed that WALE is advantageous in confined flows by considering the zero turbulent viscosity for laminar shear layers in comparison to the other models [63]. Hence, WALE model is used in the current study. This model has been also successfully used in LES of entropy waves propagation [19,20,36]. WALE model calculates \( \mu_t \) through the following relation

\[ \mu_t = \rho \eta_s^2 \left( \frac{(S_{ij}^d S_{ij}^d)^{3/2}}{(S_{ij} S_{ij})^{5/2} + (S_{ij}^d S_{ij}^d)^{5/4}} \right) \]

where \( S_{ij}^d = \frac{1}{2} (g_{ij}^2 + g_{ji}^2) - \frac{1}{3} \delta_{ij} \tilde{g}_{kk}^2 \) and \( g_{ij} = \frac{\partial \bar{u}_i}{\partial x_j} \). \( L_s \) is a function determining the mixing length of the subgrid-scale as [61]

\[ L_s = \min(\kappa d, C_w V^{1/3}), \]

in which \( \kappa \) is von-Karman's constant, set to be 0.4 in the current simulation (following Ref. [61]) and \( d \) is the minimum distance of each computational cell from the wall. Applying LES filters to the energy equation renders

\[ \frac{\partial}{\partial t} (\bar{\rho} \bar{h}_s) + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j \bar{h}_s) = \frac{\partial \bar{\rho}}{\partial t} + \bar{e}_{ij} \frac{\partial \bar{u}_i}{\partial x_j} + \bar{\tau}_{ij} \left( \frac{\mu}{Pr} \frac{\partial \bar{h}_s}{\partial x_j} - \bar{\rho} \left( \bar{u}_j \bar{h}_s - \bar{u}_j \bar{h}_s \right) \right), \]

in which \( \bar{h}_s \) and \( Pr_{SGS} \) are the sensible enthalpy and SGS Prandtl number, correspondingly. The term \( \bar{\rho} \left( \bar{u}_j \bar{h}_s - \bar{u}_j \bar{h}_s \right) \) on R.H.S of Eq. (10) is the SGS enthalpy flux and is determined by

\[ \bar{\rho} \left( \bar{u}_j \bar{h}_s - \bar{u}_j \bar{h}_s \right) = - \frac{\mu_{SGS}}{Pr_{SGS}} \frac{\partial \bar{h}_s}{\partial x_j}. \]

The filtered equation for species transport reads
\[
\frac{\partial}{\partial t} (\bar{\rho} Y_k) + \frac{\partial}{\partial x_j} (\bar{\rho} \bar{u}_j Y_k) = \frac{\partial}{\partial x_j} \left( \bar{\rho} \bar{D}_k + \frac{\mu_t}{S c_t} \frac{\partial \bar{Y}_k}{\partial x_j} \right), \tag{12}
\]

where \( Y_k \) and \( D_k \) are respectively the mass fraction and mass diffusivity of \( i \)th species and \( S c_t \) shows the turbulent Schmidt number. To involve compressibility effects, the ideal gas law is included in the governing equations.

The finite volume method in conjunction with the coupled algorithm, which solves the equations of continuity and momentum simultaneously, was applied. Spatial and temporal differential terms were correspondingly discretized using the second-order backward and bounded scheme. Time step was chosen such that Courant-Friedrichs-Lewy number (CFL),

\[
CFL = \frac{u_{1 \ max} \Delta t}{\Delta x_{\ min}}, \tag{13}
\]

became less than unity [64]. CFL involves the highest bulk velocity \((u_{1 \ max})\) and minimum grid size \((\Delta x_{\ min})\). For the simulations reported here, \( CFL = 0.28 \). Since there is no acceleration in the investigated low-Mach number flow, the conversion of entropy and compositional waves to acoustic waves does not happen. The acoustic waves are, therefore, excluded from the analysis, and the bulk flow time-step is used in the CFL number calculation.

The initialization data feed the solution process and the fully-developed velocity at the inlet was obtained by a steady RANS model. A while equal to triple of the time needed for the advection of a massless fluid element from the channel inlet to the outlet was elapsed for washing out and reaching the stationary condition.

3.2. The sources of indirect noise

Magri et al. [65] derived the following equation which relates entropy fluctuations to those of temperature, pressure, and mass fraction of chemical species.

\[
\frac{ds}{c_p} = \frac{dT}{T} + \frac{c_p'}{c_p} dZ - \Psi dZ - \frac{\gamma - 1}{\gamma} \frac{dp}{p}. \tag{14}
\]
where $\Psi$ denotes the chemical potential, $c_p$ is the specific thermal capacity of the mixture and prime indicates the derivative with respect to the mixture fraction, $Z$, which relates to the mass fraction of each component, $Y_i$, by [66,67]

$$Y_i = Y_{i,0} + \left( Y_{F,0} - Y_{i,0} \right) Z - \frac{W_i v_i}{W_F V_F} \left( Y_F - Y_{F,0} Z \right). \tag{15}$$

In Eq. (15), $W$ and $v$ represent molecular weight and coefficient in the global combustion reaction, respectively. Further, subscripts $O$, $F$ and $i$ stand for oxidizer, fuel, and initial state, individually. The unknown value of the mixture fraction can be obtained from the mass fraction of components in the numerical simulation using Eq. (15). The chemical potential function in Eq. (14) is defined as [65,67]

$$\Psi = \frac{1}{c_p^T} \sum_i \left( \frac{\mu_i}{\mu_i^0} \right) W_i v_i Y_i', \tag{16}$$

in which $\mu_i$ is the chemical potential of $i$th component, given by [65,68]

$$\mu_i = \mu_i^0 + RT \ln(P_i). \tag{17}$$

In Eq. (17), superscript 0 denotes standard conditions, while $R$ and $P_i$ represent the universal gas constant and the partial pressure of each gaseous component in the mixture, respectively. It is worth noting that $Y_i'$ in Eq. (16) can be readily found from Eq. (15). Further, $c_p = \sum_i c_{p,i} Y_i$, which is for a mixture of ideal gases, and the term $c_p'$ can be calculated using Eq. (15).

Each term on R.H.S of Eq. (14) shows a source of indirect noise. The first term represents the hot spot advecting throughout the channel, as the conventional source of indirect noise. The next two terms are the compositional sources and the last term is the pressure fluctuations included in entropy fluctuations. In order to analyze the evolutions of these sources, the absolute value of the terms appearing on R.H.S of Eq. (14) are named $s_1$ to $s_4$.

3.3. Grid independency and validation
To ensure the grid independency of the simulations, various grid sizes were investigated considering the area below the temperature-time graph of the convecting wave. This revealed that a grid consisting of 500000 cells could be fine enough to capture the investigated physics. The grid was shaped non-uniformly in y direction to capture the near-wall region properly, while the cells in other directions were formed uniformly. However, since LES is rather sensitive to grid size, \( LES_{IQk} \) index [69] was also checked for various grid sizes. This index is defined as:

\[
LES_{IQk} = \frac{k^{res}}{k^{tot}},
\]

in which \( k^{res} \) denotes the resolved kinetic energy and \( k^{tot} \) shows the total kinetic energy. This index can be used to qualify whether the LES grid senses the sub-grid scale or not. It was shown that this index should be higher than 0.75 for fully turbulent flow conditions [70]. It was also found that \( LES_{IQk} \) index in this simulation was about 0.91, assuring quality of the utilized grid. The finer grid near the walls was evaluated by a non-dimensional distance, \( y^+ \). In this study, \( y^+ \) is about 0.9, as the values below unity were recommended by LES references [71,72]. Fig. 2a shows a comparison between the non-dimensional velocity, \( U^+ \), versus \( y^+ \) for the current study and the DNS results of Moser et al. [73]. Here, \( U^+ \) and \( y^+ \) are defined as follows.

\[
U^+ = \frac{U}{u_t}, \quad y^+ = \frac{\rho u_t \Delta y}{\mu},
\]

where \( \Delta y \) and \( U \) depict respectively the distance of the cell from the nearest wall and the bulk flow velocity. For further comparison, the root-mean-square of the velocity components (\( u'^+, v'^+, w'^+ \)) versus \( y^+ \) is illustrated in Fig. 2b. The negligible discrepancy (lower than 2\%) in this figure shows that the simulation can be almost as precise as a DNS. In order to show the ability of the current simulations to capture the physics of convecting thermal fluctuations, the simulation results were compared to the data from the experiments of Bake et al. [23], see Fig. 2c. The difference found in the rear of the entropy wave could be attributed to the unknown location of the thermocouple in Ref. [23]. This is why the mass-weighted average was used to calculate the temperature fluctuations. Figure 2c shows a high level of similarity between the
two sets of data. The current results for species distribution influenced by the advection and diffusion are also compared to the experimental data of Shavit and Lavan [74] in which mixing of two jets of air and argon was investigated. Fig. 2d shows this comparison at the distance of 7.5 inches downstream of the jet inlet. Given the 7% average disparity, once again, the comparison shows a good agreement between the experimental data and simulation results and demonstrates the suitability of the current numerical setting.

Fig. 2. A comparison between the current LES results and (a) the DNS of Moser et al. [73] for $U^+$, (b) $u'^+$ (the upper graph), and $w'^+$ (the lower graph) as well as experiments of (c) Bake et al. [23], and (d) Shavit and Lavan [74].
In the current simulations, it is essential to ensure that the non-physical numerical dispersion of the wave is negligibly small and thus the observed dispersion is entirely physical. Although significant attempts were made to subside the numerical diffusion by choosing a fine and structured grid, the extent of numerical diffusion should be evaluated. To do so, an Eulerian flow with zero thermal conductivity and viscosity was set up in the channel with similar other parameters compared to the main simulations. A temperature pulse was set in the channel and the mass-weighted average of the temperature increment divided by the base flow temperature was detected at various longitudinal positions over the cross-section of the channel, see Fig. 3. Evidently, the wave distortion is very small. Calculation of the area under the wave in this figure showed about 3% difference between the wave at the inlet and outlet. This indicates that the current simulation is free from any considerable numerical diffusion and the observed dispersion is physical.

Fig. 3. The temperature pulse in various longitudinal locations in an Eulerian flow simulation.

3.4. Coherency of the wave, wave specification, and dissipation

Coherence function is a measure determining how much a chosen pair of signals are linearly related. This measure is provided in the frequency domain and the capital letters in the subsequent relations denote spectral quantities. The coherence function takes a numerical value between zero and unity. The former shows fully unrelated and the latter denotes completely linearly related signals. This function has been also
used in previous studies [19,20,75] and has demonstrated its ability to capture wave deterioration. In general, for the two signals of \(x(t)\) and \(y(t)\), coherence is defined in the frequency domain as

\[
C_{xy}(f) = \frac{(G_{xy}(f))^2}{G_{xx}(f)G_{yy}(f)}, \tag{20}
\]

whereby \(G_{xx}(f)\) and \(G_{yy}(f)\) mean the auto-spectral density of the preceding signals. The auto and cross-spectral density are calculated using the mathematical expectation function, \(E(\cdot)\), as follows.

\[
G_{xx}(f) = E[X(\omega)X(\omega)], \tag{21a}
\]
\[
G_{xy}(f) = E[X(\omega)Y(\omega)]. \tag{21b}
\]

Further details can be found in Ref. [76]. In this study, the coherence function is used for measuring the relation of a wave between two distinct spatial locations. It is performed using the mass-weighted average of the source value, \(\bar{\varphi}\), on the wave’s front between the spatial locations of \(x_i\) and \(x_j\), as

\[
Coh_L = \text{Coherence}[ar{\varphi}(x_i), \bar{\varphi}(x_j)]. \tag{22}
\]

Further, to evaluate the wave’s frontal destruction, the coherence is calculated between the central probe value, labeled 1 in Fig. 1b and shown by \(\varphi(p_1)\) and the mass-weighted average of other lateral points, meaning \(\bar{\varphi}(p_2 - p_5)\), which reads

\[
Coh_D = \text{Coherence}[\varphi(p_1), \bar{\varphi}(p_2 - p_5)]. \tag{23}
\]

As most results in the current study will be shown in the frequency domain, the non-dimensional explanation of frequency, the Strouhal number, is used. That is

\[
St = \frac{f(Hz)}{U_b/L}, \tag{24}
\]

in which \(f\) is the frequency, \(U_b\) expresses the bulk flow velocity and \(L\) indicates the channel length. It has been shown experimentally that the channel length is the correct length scale to be included in the definition of the Strouhal number [43].
To analyze the decay processes, delineation of the wave rear and front is of importance. The diffusion and mixing mechanisms may smear the wave boundaries. Therefore, a criterion similar to that employed in the previous works [19,20] is used here to unambiguously define the wave location. By setting the criterion value (R.H.S) of the following relation to 0.02 and 0.001, the rear and front of the wave are correspondingly detected.

\[
\frac{\bar{\varphi} - \bar{\varphi}_i}{\bar{\varphi}_i} = \text{criterion value},
\]

in which \(\varphi\) is either temperature or species concentration derived by mass-weighted average. Further, \(i\) stands for the value of \(\varphi\) before releasing the pocket of gaseous mixture.

The thermal and chemical waves, as considered in this work, both experience dissipation and decline of the wave’s energy [20,77]. The dissipation denotes how much the wave’s thermal energy or chemical uniformity is affected by the fluid flow. Therefore, the definition of dissipation involves the amplitude decline of the sources in the frequency domain, determining the wave annihilation. Dissipation can be quantitatively determined by the following equation [14,19,43].

\[
\text{Dissipation (}f_a\text{)} = \frac{\mathcal{F}[\bar{\varphi}(t)|_{x_{\text{inlet}}}]-\mathcal{F}[\bar{\varphi}(t)|_{x_{\text{outlet}}}]}{\mathcal{F}[\bar{\varphi}(t)|_{x_{\text{inlet}}}]}|_{f = f_a},
\]

where \(\mathcal{F}\) shows the Fourier transformation and \(\bar{\varphi}(t)\) denotes the arithmetic average of the sources value, in the arbitrary frequency of \(f_a\).

4. Results and discussion

As stated earlier, it is assumed that the combustion products of n-dodecane are convecting through the duct. The current study investigates the evolution of sources of indirect noise, which are \(s_1 = \frac{d\varphi}{d\tau}\), \(s_2 = \int c_p \frac{dZ}{c_p} \), \(s_3 = -\Psi dZ\), and \(s_4 = \left[-\frac{1}{\gamma-1} \frac{dp}{d\rho}\right]\) in the channel shown in Fig. 1. The last source, \(s_4\), is not considered in this study, due to the extremely small pressure variations caused by the introduction of the waves at the channel inlet. The channel wall is either adiabatic or convectively cooled (see Fig. 1). To
evaluate the effects of turbulence on the waves, two different turbulence intensities are considered. Table 1 shows the characteristics of the cases investigated in this work. The high level of turbulence intensity was chosen to show clearly the effects of different turbulence intensities on the investigated sources. In keeping with the literature, the thermal part of the wave (see Eq. (14)) is called entropy wave clarifying that this part is only ensuing from the temperature increment.

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Wall conditions</th>
<th>Turbulence intensity (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Adiabatic</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>Adiabatic</td>
<td>20</td>
</tr>
<tr>
<td>3</td>
<td>convective</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>convective</td>
<td>20</td>
</tr>
</tbody>
</table>

Table 1 - The case descriptions of the current study.

Figure 4 shows the time trace of temperature increment divided by the base flow temperature as well as the mass fraction of the injected gases. This is shown for all cases investigated at the inlet, middle, and near the outlet. The last location was chosen to avoid unphysical estimations due to the effects of boundary conditions on the waves. The graphs are derived by the mass-weighed average on the whole cross-section. Time is further non-dimensionalized using the convection time of the waves by the constant bulk velocity along the channel length, that is $L/U_b$. The temperature and mass fractions of the injected hot packages of chemical species of carbon dioxide, oxygen, and steam are detected over time in various spatial locations, especially at the inlet, middle, and near the outlet. Temperature pulse denotes the entropic wave and the mass fraction of species is representative of the compositional wave during advection. These traces show that, as expected, during the advection process, the wave amplitude decreases, while the width increases. This is evidence for the wave dissipation and deformation, resulted from turbulence mixing and diffusion [35,53]. The strongest elongation of the waves is observed in the first half of the channel, while the amplitude decrement gradually continues until the outlet. The amplitude of the thermally cooled cases 3
and 4 is slightly lower than that of the adiabatic cases of 1 and 2, whilst the width shows the inverse trend. This shows the deteriorating effect of the external walls by cooling the entropy wave, similar to that done by the liner of the gas turbine combustor. Interestingly, the peak value of the traces is almost the same for all investigated cases, as the traces are often similarly affected by the annihilating mechanisms. Convective cooling makes the traces’ peak temporally shifted when they are traveling in the second half of the channel. This indicates a strong decay of the wave mainly attributed to thermal and hydrodynamic effects, both occurring in real gas turbine combustors [78]. The turbulence intensity appears to dominate the traces amplitudes by increasing the level of mixing.

\[
\frac{\Delta T_{\text{mix}}}{\Delta T_{\text{mix}}} = \frac{x}{L} = 0.5 \quad \frac{x}{L} = 0.9
\]

**Case 1**

**Case 2**
Case 3

Fig. 4. Time-trace of the temperature increment and species concentrations during convection of the wave from the channel inlet to the outlet.

Case 4

Contours of the sources $S_1$ to $S_3$ as well as chemical potential and specific Gibbs energy are illustrated in Figs. 5 and 6, respectively for cases 1 and 3. These have been presented for two moments; first, when they have been just produced, and second, when the wave’s front touches the location of $x/L = 0.9$. The highly coherent waves at the inlet decay significantly to distributed non-uniformities near the outlet. The influence of hydrodynamics is quite clear by dissipating the wave at the near-wall region, as previously shown in the context of entropy waves [20,40]. This degrades the waves by mass and thermal diffusion. The tail of the waves spreads upstream to the inlet. Further, the wave’s front is not clearly distinguishable. This is the reason for introducing a yardstick to specify a wave and cut off its unimportant parts in the current study (see Eq. (25)) and earlier investigations [19,20,43]. As shown for case 3 in Fig. 6, further to
the destroying effects of turbulent flow, heat transfer from the channel leads to the wave amplitude to be influenced. This indicates that similar to that in entropy waves, heat transfer can significantly affect the survival of chemical sources of the compositional wave. The evolution of $S_2$ is underscored more than the other sources. Due to the cooling of the base fluid flow, the background of chemical potential and $S_1$ contour is different to the others in Fig. 6. Clearly, the values of the preceding two terms vary more significantly than others if convective cooling is applied on the walls.

\begin{align*}
\text{Inlet} & \quad x/L = 0.9 \\
\text{Chemical potential} & \\
\text{Specific Gibbs energy (MJ/kg)}
\end{align*}
Fig. 5. Contours of the sources and other dominant chemical parameters for case 1 at the channel inlet and near the outlet.
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Fig. 6. Contours of the sources and other dominant chemical parameters for case 3 at the channel inlet and near the outlet.
Fig. 7 depicts the variation of coherence function with the wave Strouhal number for the three investigated sources of indirect noise and cases 1 to 4 between inlet and middle as well as inlet and outlet of the channel. The coherence function shows a qualitatively similar pattern for a wave in the middle or the outlet of the channel. However, based on the values of coherence, the wave annihilation is more significant towards the outlet in comparison to the middle of the channel. As a general trend, entropic and compositional waves remain more coherent at low Strouhal numbers, indicating that large-scale features of the wave survive the flow. This has been also reported in the earlier studies of entropy waves [15,17,24]. At higher Strouhal numbers, the sources feature a scattered pattern with a low chance of survival and hence noise generation. The described patterns show that chemical sources are influenced similar to the conventional entropic wave. Elevating the turbulence intensity from 5% to 20% in the adiabatic case imparts no major effect on the coherence function. It only slightly distorts the wave and the coherence shows more spread. However, this is not the case for the channel with convective heat transfer in which the average value of coherence drops by a factor of 0.66 in the low-frequency range. It is important to note that the current simulations consider air as an ideal gas and therefore the hydrodynamic and thermal fields are coupled. Wall cooling modifies the temperature field and subsequently affects the flow. It appears that heat transfer contribution with wave annihilation is profoundly higher than that of turbulence intensity. This is such that the convective heat losses can significantly scatter the compositional wave at almost all frequencies. The graphs of coherence include local minima at discrete values of Strouhal number. This behavior has been already observed and explained in the previous experimental studies [43,55] and is not further discussed here. Further, there exist strong similarities between the coherence of compositional and entropy waves, implying that their annihilating mechanisms are also similar. Hence, although the physics of the compositional and entropic waves are different, the phenomena that can affect them are the same. These include turbulence, heat transfer, and diffusion.
Case 4

Fig. 7. $\text{Coh}_L$ for the sources between the inlet and middle (green dots) as well as the inlet and near the outlet (yellow dots) of the channel for cases 1 to 4 for (a) $s_1$, (b) $s_2$ and (c) $s_3$.

The dissipating mechanisms may destroy the wave’s front and break it into some distinctive parts. It has been already shown that entropy waves are far from being one-dimensional [20,43]. Nonetheless, a corresponding analysis has not been conducted on the compositional waves. To address this issue, the coherence on the wavefront, $Coh_D$, was calculated and the outcomes are presented in Fig. 8. The wavefront is completely correlated at the inlet except for the high-frequency range of the spectrum. In case 4 wherein convective cooling and higher turbulence intensity are applied, the coherence function takes the values lower than unity. As expected, the front coherence drops near the outlet. This is due to the mixing processes that tend to smear out the compositional wave. The patterns are quite similar for the adiabatic cases, with the exception that the coherence values of the troughs are slightly reduced by enhancing the turbulence level. Comparing cases 1 and 2 depicts the effects of turbulence on the wavefront. These appear to be non-negligible according to the coherence values at the inlet and outlet. As expected, heat transfer on the walls lowers the coherence. The lowest value of the coherence with the most scattered pattern is found for case 4 where it is affected by both turbulence and heat transfer. Fig. 8 implies that for short and adiabatic conduits, the compositional wave is practically one-dimensional. However, the existence of convective heat transfer can easily annihilate the wave and break down the wave one-dimensionality.
Fig. 8. Coh_D for the sources at the inlet (green dots) and near the outlet (yellow dots) of the channel for cases 1 to 4 for (a) s_1, (b) s_2 and (c) s_3.

Figs. 9 shows the longitudinal coherence of chemical potential function between the inlet and middle as well as the channel inlet and near the outlet during convection of the compositional wave. Similar to that shown earlier, Fig. 9 involves 4 cases with different turbulence intensities and adiabatic and cooled walls. For the adiabatic walls, the coherence function remains close to unity for almost the entire spectrum. Turbulence intensity affects the coherence of chemical potential by producing more and deeper troughs. Convective cooling features qualitatively similar, but stronger effects on the coherence of chemical potential. Nonetheless, regardless of the thermal boundary condition on the walls of the channel or flow turbulence intensity, the coherence of chemical potential is generally high and mostly close to unity. Fig. 10 involves similar information to Fig. 9, except for the front of the wave. For high frequencies, turbulence intensity increment and convective cooling have a minor effect on the front coherence at the inlet. Heat transfer on the walls, however, appears to be more influential. In the vicinity of the outlet, the coherence limitedly falls at some discrete Strouhal numbers, while it still remains unaffected. The behavior depicted in the last two figures is in sharp contrast with that observed in parts b and c of Fig. 7 showing the coherence of s_3 and featuring a significant drop especially at higher frequencies. Therefore, the changes in s_3 coherence are dominated by the mass fraction of species and mixture fraction and not by the chemical
potential function. During convection of the compositional wave, the mixture fraction and mass fraction of species are both expected subject to a strong decay.
Fig. 9. Coh_L for chemical potential function ($\Psi$) for cases 1 to 4 between the inlet and (a) $x/L = 0.25$, (b) $x/L = 0.5$ and (c) $x/L = 0.9$.
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Fig. 10. Coh_D for chemical potential function ($\Psi$) for cases 1 to 4 for the inlet and near the outlet location.

Eq. (16) implies that temperature and chemical potential can be spatially related. Their relation through frequency domain is examined in Fig. 11, which is set in the similar way as the previous figures.
This figure draws an analogy amongst the factors that make a decay in temperature and chemical potential. For the Strouhal numbers lower than 2, the coherence is fixed at almost unity. As the Strouhal number increases, the relation starts to vary. This is more pronounced for the cases with convective heat transfer or higher turbulence intensity; however, the effect of the latter is more significant than that of the former. The poorest relation is found in case 4 where heat transfer exists and turbulence intensity further contributes to wave annihilation. The coherence falls in value as the wave continues to pass through the duct. This is, however, not the case for the low Strouhal number (St < 2) components of the wave. It follows that for the low-frequency components, attenuation of the temperature gradient can weaken the chemical potential. Thus, both sources of 1 and 3 can be affected by the hydrodynamic or thermal mechanisms, owing to the degradation of the temperature gradient. At higher Strouhal numbers, the relation between chemical potential and temperature is less significant, indicating that the influence of decaying mechanisms on them has varied. This figure indicates that albeit $s_3$ is a chemical source, it is not solely related to the chemical phenomena in the post flame zone of the combustor and can be altered by the flow cooling, commonly occurring in gas turbine combustors.

![Graphs showing coherence vs. Strouhal number for different cases.](image)
Fig. 11. The coherence for chemical potential function ($\Psi$) and temperature for case 1 to 4 (a) $x/L=0.05$, (b) $x/L=0.5$ and (c) $x/L=0.9$.

The dissipation index for the three investigated sources is demonstrated in Fig. 12. These have been calculated using the mass-averaged of the sources’ amplitude (see Eq. (26)). In keeping with the earlier current results and previous investigations [20,33,57], this figure shows that the entropic wave is more
strongly annihilated at higher frequencies. It also reveals that the compositional sources are highly affected by the flow thermo-hydrodynamics at high frequencies. For the first time, the current results show that a compositional source is dissipated qualitatively similar to the entropic wave, but more severely. This stems from the nature of the compositional sources affected by both thermal and chemical factors. The dissipation at high frequencies and near the outlet dramatically upraises to 80% for the adiabatic cases and reaches 100% for the heat transferring cases. However, the dissipation at the low frequencies can be about fourfold lower than those of high frequencies. On average, the compositional sources involve about 10% and 20% more dissipation than the entropic source for the adiabatic and heat transferring cases, respectively. Therefore, it can be concluded that compared to entropy waves, compositional waves are more prone to dissipating mechanisms. Although the noise level generated by different sources is directly related to the subcritical or supercritical nozzle’s regime [51], the compositional waves are less likely to survive and thus generate noise. Figure 12 shows that entopic waves are more annihilated in the first half of the channel in comparison to that in the second half. As the Strouhal number increases, the difference between the dissipation of the two halves approaches zero. On the other hand, the compositional waves show a somehow similar degeneration in both halves. It is then concluded that the length of the combustor plays a central role in decaying the compositional wave, as similarly demonstrated for entropy waves [19,20,43]. However, this is more underscored for compositional sources. Turbulence intensity increment makes higher dissipation, but not as much as those caused by the convective heat transfer. While the former can intensify the dissipation by 5-10%, the latter increases it by a factor of 2 and limits its survival to very low frequencies. The highest level of dissipation is found in case 4 for which turbulence intensity is high in a heat transferring mean flow.
5. Conclusions

Decay of the sources of indirect combustion noise is of significance as it can partially or even completely suppress noise generation. For this reason, the annihilation of entropy waves has been investigated in the recent past. However, so far, there has been no study on the deterioration of compositional waves as the recently introduced source of indirect combustion noise. The current study, therefore, shed some light on the fate of convecting compositional waves. This was done through a large eddy simulation of a channel flow with a temporal pulse of hot combustion products at the inlet, which was then convected by the mean flow. The effects of turbulence level of the mean flow and thermal boundary conditions of the channel, i.e. adiabatic and convective cooling, were evaluated. A statistical assessment was performed in the frequency domain to find out how a compositional wave might decay. Further, the annihilation of compositional sources of indirect combustion noise was compared with that of the thermal source. The key findings of this study can be summarized in the followings.

- Compared to turbulence intensity of the mean flow, convective heat transfer in the investigated cases made a more significant contribution.
• The mixture fraction variation was chiefly responsible for the compositional wave’s decay, whereas the contribution of chemical potential was comparatively minor. Therefore, mixture fraction variation was considered as the sink of the compositional wave.

• Due to the strong correlation between the chemical potential and temperature disturbance at low frequencies, any annihilating mechanism that could decay one could do the same to the other.

• Compared to the thermal source, the compositional sources were more strongly affected by the flow field; it elicited up to 20% higher values in the dissipation index and therefore lower contribution of the compositional waves with the indirect noise generation. This stems from the nature of the compositional sources affected by both thermal and chemical factors.

• The dissipation of compositional wave at low frequencies could be about four times lower than those at high frequencies.

• Similar to that for entropy waves, the channel length plays an essential role in the survival of compositional waves.
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