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Abstract—This work presents a pH sensor platform combining the high performance of iridium oxide (IrOx) fabricated by cyclic voltammetry with inductively-coupled wireless (ICW) transmission. Data included presents flexible potentiometric pH sensors having IrOx as the sensing electrode and a cured Ag/AgCl paste as the pseudo-reference electrode; further investigations concerning performance tailoring via fabrication processes are shown. The fabricated sensors show the best performance with a probe surface area of 1×1 mm², electrodeposited for 100 cyclic voltammetry (CV) sweeps, at 100 mVs. The sensitivity of the fabricated sensor is typically in the range of 65–75 mV/pH, as tested using either pH 4–9 (six points) or 2–10 (five points) buffers. The sensors exhibiting those sensitivities in buffer solutions yielded a response from “artificial sweat” solutions differing by ~0.4–0.8 pH from a commercial glass pH electrode, while limit-of-quantification (LOQ) was measured to be ~0.04–0.08 pH. The sensing electrode shows a response time of less than 2 seconds and minimal hysteresis effects. Cationic interferences from up to 1M Na+ resulted in +3–8 mV/pH changes in sensitivity, depending on solution pH and probe, with minimal effects to LOQ. The performance under different bending conditions (0°, 30° at 55 mm radius, 45° at 37 mm, and 90° at 20 mm) of the flexible sensor probe show negligible variation. Finally, the presented sensors were integrated with an inductively coupled wireless (ICW) communication system for a demonstration of online monitoring. This sensor platform can easily be miniaturized due to a low count of necessary components and absence of onboard energy storage.

Index Terms—electrodeposition, iridium oxide, pH sensors, sweat monitoring, wearable, wireless system.

I. INTRODUCTION

With a rising number of individuals with complex medical conditions, there is growing demand in the healthcare sector for innovative solutions enabling early detection of diseases. Wearable systems and smart clothing have attracted significant attention [4], as they are non-invasive, unobtrusive, and possibly enable health self-management [6, 7]. One important parameter is the pH of body fluids such as sweat [9], tears, wound fluid [11], and others. This is crucial for the diagnosis of several conditions such as diabetes [14, 15] and skin diseases [17]. See supplementary Table S1 for a general comparison of wireless sweat pH probes.

Iridium Oxide (IrOx)-based sensors have shown promise as candidates for pH measurements in biological media due to excellent sensing performance across a wide pH range, reasonable linearity, fast and stable performance in different solution media, typically minimal interferences from ions and complex agents, and wide operating temperature ranges achievable without pre-treatment [18]. Sensors obtained using fabrication methods such as thermal oxidation [19], sputtering [20], sol-gel deposition [1], and anodic electrodeposition [21] have differing levels of probe sensitivity and stability. A comparison of these fabrication methods is shown in Table 1. Anodic electrodeposition is distinct in terms of efficient yield, a room temperature (i.e. low energy) process possible on flexible substrates, high pH sensitivity (78–82 mV/pH) [22,
TABLE I

<table>
<thead>
<tr>
<th>Fabrication method</th>
<th>Sensitivity (mV/pH)</th>
<th>pH range</th>
<th>Response Time</th>
<th>Application</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dip coating</td>
<td>51.1</td>
<td>1.5-12</td>
<td>0.9 s for pH 3.9–11, 2 s for pH 12-3.5</td>
<td>..</td>
<td>[1]</td>
</tr>
<tr>
<td>Carbonate-melt oxidation</td>
<td>58.4±0.2</td>
<td>1-13</td>
<td>--</td>
<td>..</td>
<td>[2]</td>
</tr>
<tr>
<td>Pechini method</td>
<td>59.1±1.47</td>
<td>1-13</td>
<td>120 s - pH 4-12, 10 s - acidic region, 5 s - basic region</td>
<td>Extracellular Myocardial Acidosis during acute Ischemia</td>
<td>[3]</td>
</tr>
<tr>
<td>Electrodeposition</td>
<td>72.9±0.9</td>
<td>3-11</td>
<td>--</td>
<td>Urea</td>
<td>[5]</td>
</tr>
<tr>
<td>Anodic electrodeposition</td>
<td>63.5±2.2</td>
<td>2-10</td>
<td>0.5, 1.5, and 1 min for pH regions &lt;5, 5-7, and &gt;7</td>
<td>Extracellular Myocardial Acidosis during acute Ischemia</td>
<td>[8]</td>
</tr>
<tr>
<td>Electrodeposition</td>
<td>77.9 (2-9)</td>
<td>2-9</td>
<td>--</td>
<td>..</td>
<td>[10]</td>
</tr>
<tr>
<td>Electrodeposition</td>
<td>47.5</td>
<td>4-8</td>
<td>--</td>
<td>Sweat</td>
<td>[12]</td>
</tr>
<tr>
<td>Carbonate-melt oxidation</td>
<td>56.7 ± 0.4</td>
<td>2-10</td>
<td>--</td>
<td>..</td>
<td>[13]</td>
</tr>
<tr>
<td>Electrodeposition</td>
<td>63.3</td>
<td>4-9.18</td>
<td>3-5 min</td>
<td>bioanalytical</td>
<td>[16]</td>
</tr>
<tr>
<td>Electrodeposition</td>
<td>70 ± 5</td>
<td>4-9</td>
<td>&lt; 2 s</td>
<td>..</td>
<td>THIS WORK</td>
</tr>
</tbody>
</table>

and excellent pH sensing performance in biological media. However, deposition parameters and surface area influence sensing performance so a manufacturing investigation is demonstrated here.

In this work, we have developed a highly sensitive, electrodeposited, IrOx-based pH sensor integrated with a wireless communication system. Sensing performance with respect to deposition parameters was investigated. We fabricated a compact Ag/AgCl reference electrode (RE) on the same substrate; the IrOx sensor functioned as the sensing electrode (SE) in this potentiometric pair, where the open circuit potential (OCP) between the two served as the measurement. For wearable applications, the response was evaluated with an “artificial sweat” solution and compared to a commercial glass pH electrode. For real-time use, the sensor is integrated with an inductively coupled wireless (ICW) system. In previous literature, a wireless version of IrOx-based, CV-deposited pH sensors has already been demonstrated [24]. Moreover, a similar ICW system was demonstrated with pH sensing [25] but for use with sol-gel fabricated IrOx probes and their lower sensitivity and in a different circuit configuration. In this work, an inductively-coupled power supply was utilized with a frequency-based load modulation scheme (LM) to both power the device and for backscattering communication.

II. MATERIALS AND METHODS

The IrOx film was prepared by anodic electrodeposition. For this purpose, an iridium complex-containing aqueous solution was prepared using the recipe as originally intended for anodic electrodeposition of indium tin oxide by Yamanaka [21]. The exact preparation procedure is discussed in supplementary information section S1. A standard three-electrode cell (Fig. 1a) was used. A bare Au electrode was used as the substrate. The fabrication steps of the electrodes are shown in Fig. 1b and the details are described in supporting information, section S2. Voltammograms (Fig. 1c) depict the deposition current result from typical coating parameters (see supp. section S2). Increasing current maximums indicated IrOx film thickness growth [18] until peaking in the range of 85-120 µA/mm². Electrodes were ramped at 100 mV/s between 0.7 and -0.8 V.

![Fabrication process](image)

**Fig. 1.** Fabrication process. (a) 3-electrode electrodeposition cell used to create IrOx. (b) 3 stages of the lithography process, followed by IrOx deposition; (1) bare polyimide, (2) etched Au/Cr post lithography, (3) deposition of photoresist S1813 cover by spin coating, (4) IrOx electrodeposited onto Au. (c) Typical 1x1 mm² deposition cycle, 200 sweeps at 100 mV/s. (d) SEM image showing raised edge of deposited IrOx. (e) Sample images. Left- IrOx covered Au pad. Right- trio of probes, prior to IrOx electrodeposition; 2x2 mm² contact pads at the bottom, 0.2x0.2 mm² sensing pads at the top.
for 200 cycles. 1×1 mm² probes were also fabricated with 50–200 sweeps or 50–200 mV/s sweep rates. All parameter test results are shown in Fig. S6. Altering the sweep number caused maximum cathodic and anodic current densities to vary with some proportionality; charge density rates held at between 0.9 to 1.0 µA per sweep. A nearly linear relationship was seen between cathodic activation voltage and sweep number, varying at a rate of roughly -0.4 mV per sweep. Anodic activation voltage had a less linear relationship, though stepping from 100 to 200 sweeps saw an increase of 0.3 mV per sweep (see supp. Table S3). Sweep speed proved to have a less pronounced and/or linear effect on both current densities (0.6–1.5 µA/sweep) and activation voltages (little change). Pairs of electrodes were produced during each sweep number test, while single electrodes were prepared from the sweep rate tests. One probe from each sweep number pair was pH bath calibrated, while another was run through SEM/EDS analysis to observe surface morphology (see supp. Fig. S11). Finally, to achieve complete pH microprobes, micro REs were fabricated on the Au base. AgCl paste was used to form the pseudo-reference electrode (see Fig. S3 and supp. section S2). Pseudo-RE’s were placed in a potassium chloride (KCl) solution for 24–72 hours to observe their hydration responses, measured by OCP.

Probes were calibrated using multiple pH buffers while monitoring the resultant potential (hardware shown in Fig. S4) between the fabricated IrOX SE and a fabricated or commercial RE. For each measurement, the probe and the RE were placed in a buffer and the potential was allowed to settle, approximately 30 to 60 seconds. The probe was dipped in DI water between baths and gently dried with a thin cellulose wipe (Kimwipe, Kimberly Clark, Irving, TX). To check performance over a wide range, two different panels were used: one comprised of commercial baths of pH 2, 4, 7, 9, and 10 (Table S2) and the other baths of pH 4, 5, 6, 7, 8, and 9. The pH 4, 7, and 9 baths were commercial, while the pH 5, 6, and 8 baths were dilutions. The 6-point panel was used after the pH 2 buffer in the 5-point panel was found to be highly damaging to the probes. As an aside, Britton-Robinson buffers were attempted with IrOX probes based on the ratios shown in [26]; results are briefly mentioned in this text. The hardware used for sensor characterization is described in supporting information. Selectivity, i.e. cationic interference, was determined by testing probes in pH buffers mixed with different concentrations of NaCl. Individual solutions were prepared in three pH levels (pH 4, 7, and 10) and six different molarities (0M, 0.1M, 0.2M, 0.4M, 0.6M, and 1M NaCl), for a total of 18 baths. Before testing in those baths, each probe was hydrated in DI water for 10 minutes. The probe potential was allowed to stabilize in each solution, the probe was rinsed in DI, and then the probe was moved to the next molarity within the same pH level until all were exhausted. A National Instruments USB DAQ unit was used for measurement purposes. Upon completion of the measurement panel, the probes were stored dry. An “artificial sweat” solution was prepared and tested; the solution comes from methods explained elsewhere [27] (section S4 for composition). Prior to testing, a commercial probe was used to determine the exact pH level’s deviation from the intended 6.5.

Before immersion, each probe was calibrated in the 6-point pH buffer panel to determine the final pH measurement in “sweat” solution; from the calibration ratio determined earlier, the “indicated” pH of the probe was calculated and compared to the commercial probe’s most recent reading. Mechanically induced electrical errors were examined by performing panel calibrations while bending the sensors under angles of 0º, 30º, 45º and 90º, with radii of curvature of infinite, 55 mm, 37 mm, and 20 mm, respectively. Fixtures were designed in FreeCAD (www.freecadweb.org) and printed using polyactic acid (PLA) filament (3D Solutech, Seattle, WA). Parameters were hand-calculated for the results shown herein. Sensitivity was calculated as the slope of a least square linear regression of the probe’s pH-potential relationship. From the raw temporal data, limit of quantification (LOQ) [1, 28] was calculated as

$$LOQ = \frac{3 \times \text{pH 7 potential standard deviation}}{\text{calibrated sensitivity}}$$

which assumes a Gaussian distribution of noise about the signal mean. Hysteresis was calculated as the difference in potential between subsequent samplings of the same pH buffer in consecutive tests (5 – 15 minutes of immersion in buffer ranges listed above). In a typical experiment, the panel was sampled 3 times in linear order from pH 2 to pH 10. OCP was recorded for each, maximum OCP differentials were calculated for each discrete pH value, and this set of differentials was averaged across the pH range; while it is known that IrOX is more redox-active in certain pH ranges, averaging across the pH range was used here to limit the experiment’s scope. Order-induced hysteresis was not investigated. Response time was determined to be the average settling time of probes [29] deposited into the “artificial sweat” solution.

The inductively coupled, frequency based LM circuit, for power and communication, used a 1 MHz sinusoid passed between planar antennas which the device side modulated with a square wave in the range of tens of kHz. The pH probe’s potential is sent through a voltage buffer and used as an input to a voltage-controlled oscillator (VCO), which in turn controls a MOSFET tied to the input sinusoid and a reference voltage level. The resulting modulation was measured by oscilloscope after being passed through an envelope detector. This device is shown in Fig. S5. Calibration via wireless link was accomplished using the same procedure and 6-point buffer panel as that of typical parameter gathering.

III. RESULTS, DISCUSSION, AND CONCLUSIONS

From Table 1, we are already aware that some deposition methods can create electrodes with super-Nernstian sensitivity. Fig. 2a shows the response of a sample set of five sensors fabricated with a surface area of 1x1 mm², produced with 100 sweeps at 100 mV/s, exhibiting a super-Nernstian average of 67.5 mV/pH, ranging from 62.6 to 71.5 mVpH; a 99% confidence interval for n = 32 sensors yields sensitivity of 70 ± 2 mV/pH in the range of pH 2–10 (Tables S6 and S7). In Britton-Robinson buffers, excellent preservation of the probe surface and reasonable sensitivity values were found but standard residuals revealed a notable and consistent bias in basic mixes, negating its use here. For other probes, the
observed super-Nernstian response is due to the fact that more than one electron per proton was transferred in bulk redox reactions occurring in the electrode [30]. The generated potential between the SE and RE strongly affects the kinetics of reactions occurring on the IrOx surface. In addition to the ion exchange mechanism, a redox reaction also occurred on the SE. As the SE has been deposited on top of a conducting substrate (Au), an electrochemical capacitive double layer (ECDL) is formed by H+ and/or OH− ions from solution, accumulating at the interface of IrOx/ electrolyte [31]. Changes in pH level, then, lead to ion exchanges (H+/OH−) in the surface layer of IrOx electrode film [32]. A Faradaic reaction occurs which involves electron transfer across the solution/oxide surface. This leads to a redox reaction which will happen throughout the IrOx. It is assumed that this intercalation of ions affects the stoichiometry of the solid phase IrOx, thereby also changing its redox state [33]. It has been theorized that this ion intercalation and redox state change alters the local hydrogen content because further protons are released when acid-base equilibrium is shifted in the bulk material, thus allowing potentials higher than Nernstian theory predicts. In addition to this, the Nernstian response of the IrOx-based pH sensor depends on fabrication method, owing itself mainly to the resulting stoichiometry and crystalline structure of the material [34]. It has been found that SE’s prepared by sputtering or thermal method have sensitivity close to the ideal Nernstian response (59 mV/pH) due to anhydrous iridium oxide formation [1, 19]; however, the SE prepared by electrodeposition shows “super-Nernstian” response due to the formation of hydrated iridium oxides [32-34]. Some SEM and XPS analysis of these surfaces can be found in the supplemental materials.

Sensitivity is strongly influenced by deposition parameters, including area [35] of the electrode. We carried out an investigation of the influence on sensing performance via (i) number of deposition sweeps, (ii) sweep rate, and (iii) surface area of the electrode. In our previous reports, we showed that sensors with surface areas of 0.5×0.5 mm², 0.3×0.3 mm², and 0.2×0.2 mm² demonstrate mean sensitivities of 61.6 mV/pH, 52.2 mV/pH, and 50.7 mV/pH, respectively [35]. For the batch used in this work, the baseline 1×1 mm² sensitivity was 70.6 mV/pH. Lowering of sensitivity due to decreased surface area was met with a commensurate rise in LOQ; the three smaller surface areas produced LOQs of 0.047 pH, 0.065 pH, and 0.075 pH, respectively. For the batch used in this work, the baseline 1×1 mm² LOQ was 0.040 pH (Fig. S8). This is likely due to a change in proton diffusion area [18], or a relation between
Surface area and oxygen evolution [33]. LOQ changes may be due to capacitance changes [18]. Since capacitance is also related to area, reductions in area (i.e. reductions in capacitance) may be “tuning” the lead/probe to different frequencies of ambient noise. Measured sensitivity, as it relates to sweep rate and sweep number, is shown in Fig. 2b. Calibration sensitivity is not related to sweep count (confirming other work [18]); probes were equal to within 1 mV/pH of each other when tested together. Increasing sweep counts, i.e. increasing deposition thickness, smoothed the surface substantially (Fig. 2c, panels i, ii, and iii). Sweep rate did cause a minor change in sensitivity (Fig. 2b). Fig. 2c, panel iv demonstrates a pad wherein deposition was attempted at scan rates of 300 mV/s and expanded voltages of ±2 V; 50 µm traces and Au flakes delaminate. Best performance came from 100 mV/s and 200 sweeps (Fig. 2d). It is possible that the 100 mV/s sweep rate discussed previously is ideal due to a decrease in redox reaction rates when thicker films inhibit electron movement [36]. According to Yamanaka [21], thin films of different physical appearance could be produced by alternating between anodic and cathodic current; in more recent work, authors have reported that anodic and cathodic currents result in alternation between oxidation states of iridium [25, 37]. This has the effect of reducing and re-oxidizing the outer layer of iridium complexes being formed, as this has been reported to be a reversible redox couple, thus allowing for linear control of film thickness [37]. Improvements in LOQ and hysteresis given higher sweep numbers would seem to indicate that there is a surface morphology relationship at play. Hidalgo-Acosta et al. previously theorized that Ir oxide stoichiometry changes with changes in acid-base equilibria at the metallic film surface [23], which is supportive of our previous experience in super-Nernstian behavior seen in large probe sizes. A similar mechanism may be at work in the variability of our LOQ/hysteresis with respect to sweep count, as we may be seeing minor surface area changes with decreasing roughness. Possibly, these roughness changes are altering sensitivity along with LOQ and hysteresis, just to a much smaller degree than changes in pad size (and to a smaller degree than is detectable here); further study is warranted. Response time of the sensor was measured as the time required for its potential to reach 90% of an equilibrium value after a drastic changing of the pH value of solution (t90), from acidic to basic and vice versa. The sensor showed a very fast response of less than 2 s after each pH change.

Flexible micro RE’s were fabricated on the Au base. Stability was tested by immersion into a KCl solution potential vs a commercial RE was measured at a 1 Hz acquisition rate for up to 5 days. The data was passed through a low pass filter with an fc = 1.5 Hz, then a moving average filter with a window of

![Fig. 3]( attachment:fig3.png)  
Fig. 3. Interference and applicability testing. (a) Highlighted potential variation of IrOx probe readings, from four probes, in pH 4 solution with varying molarities of added Na+; deltas are between the tested molarity and neutral solutions with 0M Na+. (b) Full data, potential of an IrOx probe as passed through baths of three pH levels and six different Na+ molarities. (c) “Artificial sweat” solution test, three different runs. Round 1 and Round 2 represent tests of the solution several weeks apart, featuring both a commercial pH meter and wired acquisition of IrOx probes.
60 samples (results in Fig. S9a). Each pseudo-RE encountered a large potential swing (approximately 40 mV); these particular REs all experienced this swing at ~17 hours after immersion. After this, the RE saw a potential variation of no more than ±3 mV, though some linear reduction did continue. After multiple rounds of testing, physical inspection of the probes revealed (Fig. S11) locations where the AgCl paste had completely separated from the Au substrate. The potentiometric sensing performance of the fabricated pseudo-REs were investigated with relation to IrOx based SEs. The sensor pairs exhibit sensitivities of 67±2 mV/pH with a typical R² ≥ 0.98 for their regression fits. The observed sensitivity of the paste-based RE is lower than the sensitivity measured using a glass RE. The probes were typically used immediately after fabrication, without a hydration step. In this work, the RE lacks the KCl layer that a conventional glass-based RE has and it will influence potential [38]. Nernstian potentials measured against the commercial RE did not repeat with custom RE’s possibly due to paste phase changes. Following Cranny and Atkinson [39], a modified version of the Nernst equation applies here:

\[ E = E^0 - 2.303 \frac{RT}{nF} \log_{10}(Cl^-)^a \] (2)

In Eq. 2, \( E = \) cell potential, \( E^0 = \) standard cell potential, \( R = \) the universal gas constant, \( T = \) cell temperature, \( n = \) number of electrons transferred (n assumed 1 here), \( F = \) Faraday’s constant, and \( a = \) ion activity. The factor changing here is \( \alpha \), the Cl ion activity. In a commercial RE, the Cl ion activity is near-unity due to the surrounding medium; this may not be the case with the pseudo-RE’s since their hydration process could be causing Cl separation or mixing in the bulk paste [38, 40].

To test potential variations in “artificial sweat”, two different batches of probes were calibrated (one set of three probes in the 5-point buffer panel, one set of three probes in the 6-point panel) and used to measure the pH of an “artificial sweat” solution as compared to a commercial glass pH probe (#840087, SPER Scientific, Scottsdale, AZ), which itself had been two-point calibrated to pH buffers; the two-point calibration consisted of setting the potential offset with a commercial pH 7 buffer and then setting the slope using either a commercial pH 2 or 10 buffer, depending on which baths were being measured. Calibration of the pH probes in the first batch revealed sensitivities of 72.3, 72.5, and 72.6 mV/pH; batch two probes were found to have sensitivities of 72.1, 72.3, and 65.6 mV/pH. To ensure parity for this test, the probe with 65.6 mV/pH sensitivity was not used. Probe performance is shown in Fig. 3c. Each bar grouping represents the comparison of the SPER (SPER Scientific, Scottsdale, AZ) commercial pH probe reading versus the average reading of the probe batch. This simulates the delta in accuracy between a highly selective probe and a bare metallic probe. The solution appeared to acidify over time and the Ir probes always read a more basic pH than the glass probe; batch 1 measured high by 0.79 pH, while batch 2 measured high by 0.36 pH. Standard deviations of the batch results were 0.041 pH and 0.014 pH, respectively. Therefore, the “accuracy” of the probes versus commercial probes is ~0.4 – 0.8 pH, while the “precision” of the probes is ~0.04 – 0.08 pH. The deltas of 0.4 – 0.8 pH to the commercial probe can be an issue; as noted in [11], a typical range between healthy skin and wounds are, at a minimum, 1 pH, and can be as much as 2.5 pH. We acknowledge that our maximum delta to commercial probes nears this minimum healthy/wound difference but other literature suggests that healthy skin pH alone can vary 0.7 pH with age and body location [41], and may be > 1 pH in certain populations [42]. Therefore, precision (LOQ) would be of higher importance in these scenarios. We expect worst case LOQs of 0.08 pH to be sufficient for this task. All of these combined reveals that, even in cation-containing solutions, the proposed sensor is still super-Nernstian in its sensitivity and linear regression fits have low enough error for most applications, therefore being applicable in wearable sweat monitoring. The electrochemical performance of the sensor under the influence of different concentration of Na+ ions was monitored, using buffers of pH 4, 7, and 10 with NaCl salt concentrations of 0M, 0.1M, 0.2M, 0.4M, 0.6M, and 1M. This testing was performed in two rounds to attempt to negate the effects of sensor fabrication variability and surface area: first, a batch of four probes, two with the sensing area of 0.5×0.5 mm² and two with 1×1 mm², chosen at random, were tested roughly 1 month after fabrication. Second, a batch of 1×1 mm² size probes, chosen at random, one freshly fabricated and one having been calibrated in the 6-point panel, were tested roughly 1 month after fabrication. Figs. 4a and 4b show typical sensor performance under various Na+ ions concentration and varying pH levels. For the purposes of this test, probes were calibrated before use and found to have initial sensitivities varying from ~60-69 mV/pH. In the presence of Na+ ions the sensor shows a drift in sensitivity (+3-8 mV/pH, with one outlier differing a maximum of +14.7 mV/pH) as compared to the sensor performance in normal buffer solution; the sensitivity change is mainly due to heightened potential offsets in more acidic conditions. No obvious correlation between sensitivity and magnitude of ionic interference was detected.

To confirm the bendability of the SE, the device was bent at angles of 0°, 30°, 45°, and 90° during calibration. These featured radii of curvature of infinite, 55 mm, 37 mm, and 20 mm, respectively. They were adhered to fixtures printed from polylactic acid filament, as shown in Figs. S10a, S10b, and S10c. Results are shown in Figs. S10d and S10e. With mechanical bending, the sensors showed sensitivity changes of 0.7 to 2.1 mV/pH and LOQ changes of -0.001 to 0.007 pH. The effect, therefore, was considered negligible.

For the LM circuit (Fig. 4c), probe voltages were monitored with a wired system at the same time their potential was being converted to frequency and recorded. With initial passive components around the VCO, a 62.4 mV/pH probe was found to have a linear correlation coefficient of \( R^2 = 0.999 \) by wired acquisition and 0.993 by LM transmission; a 67.8 mV/pH probe was found to have \( R^2 = 0.999 \) by wired acquisition and 0.977 by wireless acquisition. Wireless and wired outputs for these two probes are shown in Figs. 5a and 5b, respectively. It was assumed that some of this deviation from linear fit was due to manual measurement error, so the frequency range was lowered into the single kHz range and averaging was performed with the frequency counter after envelope detection (typically 15–25 one
second averages). After this adjustment, a 60.3 mV/pH probe was found to have an $R^2$ of 0.999 by wired acquisition and 0.999 by LM transmission. Fig. 4d shows standard residuals for the voltage- and frequency-based signals. The more basic potential measurements do show some consistent, though zero-centered, non-linearity, as expected. More random residuals from the frequency signals suggest the same voltage bias had been convoluted with measurement precision after the envelope detector. Maximum error from linear regressive fits was calculated to be 0.08 pH for the wired configuration and 0.38 pH for the wireless configuration, average errors were 0.03 pH (wired) and 0.16 pH (wireless). The wireless configuration features a higher maximum and average regressive fit error than the wired configuration but both values are still smaller than the measurement delta to the commercial reference; while future tuning of the circuit to improve this accuracy is preferable, its current configuration is viable.

### IV. Future Work

In our future work, we plan to investigate the long-term stability of sensors in real body fluid samples such as wound fluid, urine, sweat and saliva. With appropriate electrode coatings, this device can potentially be used to investigate a range of biologic conditions, including wound health, implant condition, and metabolic processes, not to mention ecological applications for clean drinking water and the like. Some probe degradation occurred in testing, so attempting to reduce IrOx grain edge area, or miniaturizing grains to match substrate strain, may help reduce hysteresis in future sensors; membrane coatings coupled with cation selectivity tests will be performed in future work. As an aside, interested audiences can find selectivity enhancements in the form of ion-selective coatings and “sentinel” sites for signal subtraction demonstrated in literature [43, 44].
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