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years. SPADE’s research remit is to use ISCAN to inves-

tigate how segmental features of English, in particular 

vowels, sibilants, stops, and liquids, have changed over 

time and space.

SPADE was motivated by the desire to marry the avail-

ability of spoken language corpora with increasingly 

advanced speech processing tools and to make feasible 

the sharing of existing speech data sets through robust 

automated speech analysis. There are now vast resources 

of digital collections of transcribed speech, from many 

different languages, gathered for many different pur-

poses: from oral histories to sociolinguistic interviews, 

large data sets for training speech recognition systems, 

legal interactions, and political debates. The benefits of 

being able to share diverse speech corpora for the high-

quality automated acoustic analysis of spoken as well as 

written language have implications within and beyond 

speech and linguistic research, including technological, 

forensic, and clinical approaches (cf. Liberman 2019). 

This is especially so if such analyses are standardized, 

replicable, and ethically non-invasive, in other words, 

can produce anonymized acoustic measures or linguis-

tic information (e.g., vowel formant measures or word 

frequencies), without the need for manual inspection or 

listening to speech from ethically restricted spoken cor-

pora. However, notwithstanding cost and privacy, there 

are numerous barriers to sharing speech corpora, includ-

ing the nature of the speech data sets themselves in terms 

of size, complexity, and diversity of storage formats.

The availability of digital speech data sets is matched 

by the availability of increasingly complex speech pro-

cessing tools. Automatic speech recognition–based tools 

for forced alignment automatically segment and label 

speech recordings that have written transcriptions, 

resulting in word- and sound-level boundaries. These 

tools have become increasingly widely used over the 

1  Introduction: Large-scale speech corpus analysis

This data management use case discusses the SPeech 

Across Dialects of English (SPADE) project (for details, 

see https://spade​.glasgow​.ac​.uk​/​.) SPADE was devised to 

carry out large-scale integrated speech corpus analysis 

across a subset of Englishes. In so doing, the project aims 

to facilitate large-scale integrated speech corpus analysis 

for the speech and linguistics research communities in 

two ways. First, the project will generate large, publicly 

available, derived data sets of acoustic measures for Eng-

lish speech sounds. Second, it will create freely accessible 

software for future use by other researchers for analyz-

ing their own data sets: the Integrated Speech Corpus 

Analysis (ISCAN) system. The intended audience for 

this chapter thus includes (1) readers wishing to use the 

derived data sets of acoustic measures in their own work 

and seeking background on the SPADE project and how 

the ISCAN software works and (2) readers who would 

like to carry out their own large-scale integrated corpus 

analysis projects (as part of a research team) and would 

like to know about a previous effort.

The vision behind SPADE is to enable less and more 

experienced users to carry out large-scale automatic 

search and extraction of the same information about 

speech from numerous spoken corpora. The user should 

be able to carry out this analysis whether the corpus is 

public or private and independent of the corpus format, 

structure, complexity, and the dialect(s) it represents. 

As of October 2019, the project is two years in and has 

laid the groundwork by developing ISCAN (section 3). 

We are refining and testing this software for subsets of 

a single language, English, as represented by some forty 

existing public and private spoken data sets from the 

Old World (British Isles) and New World (North Amer-

ica) across an effective time span of over a hundred 

15  Managing Data for Integrated Speech Corpus Analysis  

in SPeech Across Dialects of English (SPADE)

Morgan Sonderegger, Jane Stuart-Smith, Michael McAuliffe, Rachel Macdonald, and Tyler Kendall
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.ncsu​.edu​/]; Rose et al. 2006; Kendall 2007). These differ 

in their goals and functionality, depending on intended 

use cases. The ISCAN system for SPADE is specialized 

for linking and analyzing multiple speech corpora, with 

flexibility for different use cases that do not assume users 

can necessarily access raw data.

ISCAN assumes that data annotation has been com-

pleted and performs data processing that can be carried 

out automatically and that does not necessarily require 

manual/visual access to raw speech/text data; though 

an additional “inspection interface” does permit access 

to raw audio, provided the user has the appropriate 

permissions. ISCAN requires minimally a collection of 

sound files, with accompanying word and segment-/

phone-level time-stamped labeling (e.g., from forced 

alignment). Our approach to automated speech analysis 

assumes an abstraction away from the original speech 

data set format, whereby raw audio + text data sets are 

imported and enriched with a large range of acoustic 

measures, resulting in anonymized databases of acoustic 

measures with additional linguistic information. These 

data sets can then be queried, and the results exported, 

resulting in “derived data sets” (in comma-separated 

value [CSV]/spreadsheet format), for subsequent analy-

sis (see figure 15.1). Depending on requisite user permis-

sions, additional functionality is also available for token 

by token inspection of raw audio. Our workflow provides 

standardized, customizable linguistic and acoustic mea-

sures across speech data sets, which in turn will make 

reproducing and replicating investigation of speech 

much easier (Gawne & Styles, chapter 2, this volume).

The structure of our chapter is as follows. In section 

2, we discuss SPADE’s approach to data sharing, in terms 

of data collection and working with our data guard-

ians; the citation and acknowledgment of data sets—both 

primary audio corpora, and secondary, derived data 

sets of speech measures produced by ISCAN; and data 

past decade (e.g., FAVE [Forced Alignment and Vowel 

Extraction], Montreal Forced Aligner, LaBB-CAT, MAUS 

[Munich Automatic Segmentation System]; Rosenfelder 

et al. 2015; McAuliffe, Socolof, et al. 2017; Fromont & 

Hay 2012; Kisler, Schiel, & Sloetjes 2012), resulting in 

greatly reduced search time for “force-aligned” data sets. 

Machine learning–based software packages now allow 

for automatic measurement of some measures widely used 

in phonetic research (e.g., FAVE for vowel formants, Auto-

VOT for voice onset time; Rosenfelder et al. 2015; Keshet, 

Sonderegger, & Knowles 2014). However, again, barriers 

prevent these tools from being widely used. Tools are gen-

erally specialized to particular data set formats and often 

require significant technical skill. For example, forced 

aligners require integration with electronic dictionaries 

that specify possible pronunciations of words, while mea-

surement tools require command-line usage and some 

scripting in several programming languages (Python, R, 

Praat). Widely available speech analysis software such as 

Praat (Boersma & Weenik 2016) and EMU Speech Data-

base Management System (EMU-SDMS; Winkelmann, 

Harrington, & Jänsch 2017) also allow users to write their 

own programs (scripts) for the semi- and fully automatic 

measurement of some simple acoustic measures reflect-

ing pitch, loudness, and noise components of speech (e.g., 

F0, amplitude, spectra), based on preimplemented signal 

processing algorithms. But equivalent scripts are often 

written over and over again by different researchers, which 

has the methodological implication—reaching into the-

oretical inferences—that different acoustic analyses of 

the “same” aspect of speech sounds are not actually the 

same.

The ISCAN system developed within SPADE forms part 

of a general movement toward development of different 

speech database management systems (e.g., EMU-SDMS, 

LaBB-CAT, Phon [http://www​.phon​.ca​/], Sociolinguistic 

Archive and Analysis Project [SLAAP; https://slaap​.chass​

Figure 15.1
Data processing workflow for 

SPADE. Details are given in 

section 3.
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ethnic varieties (e.g., Glasgow Asian, Bradford Panjabi 

English), and varieties with known historical links with 

North American English, such as West Country and East 

Anglian English. For North America, we aimed to cover 

the main recognized dialect regions following, for exam-

ple, Thomas (2001). In terms of time, the speech data sets 

mainly date from the 1960s to the present. Many data sets 

contain either an apparent- or a real-time dimension: in 

other words, time depth is represented through recordings 

made at different times, or through containing speakers 

recorded at the same time point, but of different ages.

The speech data sets also vary by speech style. Most are 

largely of spontaneous speech, though some contain read 

speech (e.g., the International Corpus of English-Canada 

[ICE-Canada]; Newman & Columbus 2010) or are entirely 

read speech (e.g., the Intonational Variation in English 

corpus; Grabe, Post, & Nolan 2001). The spontaneous 

speech recordings range from interviews of different kinds 

(oral history, sociolinguistic, broadcast, police-suspect 

role-play), with differing numbers of speakers, to casual 

conversations with no interviewer present.

2.2  Data collection

The SPADE speech data sets fall into two main types, 

public and private. The public data sets include the Audio 

British National Corpus (AudioBNC; Coleman et al. 

2012), the Buckeye Corpus (Pitt et al. 2007), the Dynamic 

Variability in Speech (DyViS) forensic corpus (Nolan et al. 

2009), the Santa Barbara Corpus (Du Bois et al. 2000–

2005), and the Scottish Corpus of Texts and Speech 

archiving. In section 3 we discuss the technical workflow 

for ISCAN. This covers the core aspects of data processing 

and storage for SPADE, which result in standardized data-

bases for each speech corpus, and access and search of 

these databases, from which users generate the derived 

data sets. To keep the discussion concrete, we exemplify 

using a SPADE project study, Stuart-Smith et al. (2019a), 

on English /s/-retraction, whereby /s/ in /str/ clusters 

(e.g., street) sounds more like /sh/. The research question 

is: to what extent is /s/ acoustically “retracted” relative 

to /ʃ/, as a function of onset structure (e.g., /sp st sk spr 

skr str/)? The data considered were from speakers of nine 

English dialects, from six spontaneous speech corpora 

(section 2).

2  Data sharing in SPADE

2.1  Sampling

Data set sampling for SPADE was constrained by theoreti-

cal factors of dialect coverage by space and time, and in 

particular, the aim of capturing the relationship between 

British English dialects from the Old World with those 

continued in the New World, in North American dialects 

of Canada and the United States. Spatial dialect coverage 

was determined by design and availability (figure 15.2). 

For the British Isles, we have standard and vernacular 

recordings from Ireland, Wales, Scotland, and England, 

and within England, Northern and Southern Englishes, 

as well as urban (e.g., London, Liverpool, Newcastle) 

and rural varieties (e.g., Devon, North-East Scotland), 

Figure 15.2
Approximate locations of the intended SPADE dialect coverage.
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(i.e., in content, and/or specific metadata for, e.g., ethnic-

ity, social practices), and (2) the purpose of the data shar-

ing, specified by each DG. Other important issues arise 

from SPADE working in compliance with the General 

Data Protection Regulation (GDPR; legally applicable in 

the United Kingdom/European Union from May 2018): 

(3) SPADE must work with shared primary data according 

to the specific requirements of each DG (and not with a 

blanket set of requirements proposed by SPADE). In addi-

tion, (4) both “data holders” (in this case, the SPADE team 

members) and “data collectors” (the DGs) have to accept 

responsibility for the received (shared) data and the data 

that they share with the project, respectively. This means 

that SPADE has to ascertain, as far as is possible, that the 

DGs are sharing their data sets according to the wishes of 

the original participants and that they pass on any specific 

participants’ requirements. So, for example, one speech 

data set can be acoustically analyzed, but the sound files 

may only be listened to by SPADE team members who 

were also members of the original research project team 

for that data set. In return, DGs have to respect best ethi-

cal practice in their sharing of the secondary derived data 

set provided to them by SPADE (see section 2.3).

We managed this aspect of data sharing through a 

primary/secondary data sharing agreement, which we 

call the data transfer agreement (DTA; cf. Collister, chap-

ter 9, this volume). The DTA was drawn up in conjunc-

tion with the contracts team at the university of the 

lead project institution (Glasgow). The DTA not only 

confirms the responsibilities of data holders/data collec-

tors, but it also allows DGs to specify what SPADE may 

(not) do with their data. Data processing for develop-

ing the ISCAN software was the minimum, but we also 

sought additional permission to use acoustic measures 

in SPADE research and outreach in different ways (e.g., 

publication of results, using anonymized sound extracts 

in presentations) and to deposit the derived data sets in 

a public repository. Through the DTA, DGs have agreed 

to all, some, or none of the additional data sharing pur-

poses, for all or some of their data sets. For example, one 

DG allowed the use of anonymized sound extracts from 

all but nine speakers, as these individuals had not given 

permission for future use of their audio in this way. At the 

same time, that same data set allowed the use of acoustic 

measures from all speakers for ISCAN development.

Using the DTA, DGs have also indicated specific 

requirements, such as the exclusion of person and place 

(SCOTS; Anderson, Beavan, & Kay 2007). These corpora 

are either freely accessible or are available for sharing via 

a fee. Some of the large public corpora include record-

ings from many different dialects (e.g., AudioBNC, Santa 

Barbara, SCOTS), while others were collected from a 

single dialect area (e.g., Buckeye, DyViS). Hence speech 

corpus does not necessarily equate to English dialect.

The private data sets are largely those that have been 

collected for a specific purpose, often sociolinguistic or 

phonetic, and from one or a few dialects. They can also 

be internally complex. For example, the Sounds of the 

City corpus (SoTC; Stuart-Smith et al. 2017), is a real-

time corpus of Glaswegian English recorded from the 

1970s to the 2000s, which itself consists of three socio-

linguistic corpora, several sets of oral history interviews, 

broadcast recordings, and some other recordings. The 

Raleigh Corpus (Dodsworth & Kohn 2012) on the other 

hand, is an apparent-time corpus of Raleigh (North Caro-

lina) English comprising only sociolinguistic interviews.

All SPADE data sets, public or private, are taken to 

have a Data Guardian (DG), that is, an entity, often an 

individual, with particular responsibility for one or more 

speech data set(s), which they have either collected per-

sonally for a specific purpose, overseen the collection of, 

or now curate (e.g., student projects, inherited collec-

tions of speech recordings).

A crucial aspect of the SPADE project has been work-

ing closely with our DGs to ensure best ethical practice for 

data sharing (see Holton, Leonard, & Pulsifer, chapter 4, 

this volume). Here, data sharing refers to two kinds of 

data: (1) primary data, the raw audio + text files, given by 

the DGs to SPADE for processing (mainly using ISCAN, 

but sometimes also for forced alignment, to extend 

dialect coverage); and (2) secondary data, anonymized 

derived data sets of acoustic measures and linguistic 

data produced by ISCAN for each speech data set, which 

SPADE then shares back with each DG, and—depending 

on DG permissions—SPADE uses for project research 

and publications, and/or for deposit for future speech 

and language research. The secondary data sets are not 

subject to the same level of scrutiny, because processing 

with ISCAN renders the primary data anonymous, but 

ethical practice but must still be considered.

Key ethical issues for SPADE relate to (1) the sharing 

of the primary data sets, because these were usually non-

anonymous speech data sets, and hence included per-

sonal data, and sometimes also sensitive personal data 
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•	 Only secondary, anonymized data sets, from British 

and Canadian DGs, can be shared with US teams.

•	 US teams collect primary data from US DGs and pass 

them directly to Canada for data processing (and/or 

process them themselves).

To ensure software development could begin, data 

collection took place in two phases. Most investiga-

tors for SPADE are also DGs, so phase 1 involved the 

collection of private data sets held by team members, 

specifically the Raleigh and SoTC corpora, and four key 

public corpora (Buckeye, Santa Barbara, ICE-Canada, 

and SCOTS). The sibilants study (Stuart-Smith et al. 

2019a) is based on the dialects from these six corpora.1 

Phase 2 of data collection could only begin after the 

key data sharing agreements had been drawn up; no 

GDPR-compliant agreements already existed for us to 

adapt. The process was fairly lengthy given that the 

agreements were written while GDPR was coming into 

effect in the United Kingdom. However, our experience 

with the DTA has been positive, and we are happy to 

share the documentation and experience with others 

embarking on large-scale speech data sharing projects 

such as SPADE. While the details may differ for differ-

ent jurisdictions, many similar issues may apply. For 

example, our DTA formed the basis for the agreement 

used for the US data collection. In terms of procedure, 

no primary data set transfer took place before the DTA 

was agreed, assuming the DG wanted to take up the 

DTA. Not all DGs wanted to, nor were obliged to, par-

ticularly for public data sets or those consisting only of 

read passages. Once data sets were received, they were 

checked and cleaned, before passing to the Canadian 

master repository.

2.3  Data citation and acknowledgment

Collecting a sociolinguistic corpus can be a substantial 

process that involves designing the sample, recruiting 

participants, interviewing/recording participants, and 

collating and transcribing the audio files. Not only do 

the wishes and rights of the original participants need to 

be respected by any future user (see section 2.2), we felt 

that it was essential that the researcher(s) who collected 

the corpora be given appropriate credit for their hidden 

labor, which can easily be overlooked. We also wanted 

to help set a precedent for future data sharing projects 

of this kind.

names from analysis. For example, including the name 

of a tiny village in Scotland in a derived data set might 

lead to identification. We meet this requirement by min-

imally “whitelisting” derived data sets: anonymizing all 

words that are (1) not listed in large electronic English 

lexicons (Subtlex-US, -UK; Brysbaert & New 2009; Van 

Heuven et al. 2014); and (2) not marked as possible per-

son/place names in the lexicons. Other DG specifica-

tions include citation of a representative publication for 

their data set, quotation of grant numbers, right of veto 

by the DGs for the use of their data set(s) for particular 

features, and so on. The main point here is that the DTA 

gives our DGs free rein to express their wishes, and then 

our procedures allow for these to be legally checked. All 

DGs in the British Isles and Canada were offered the 

opportunity to complete and sign the DTA, with the rec-

ommendation that DGs have the agreement signed by 

their institution on their behalf.

That the DTA could be drawn up for an international 

project like SPADE, consisting of institutions based in the 

United Kingdom and Canada that share EU data protec-

tion laws, and the United States, which does not, rested 

on two underlying agreements. The first was a research 

collaboration agreement between all participating insti-

tutions in all three countries, providing the basis for data 

sharing within the SPADE project team, especially for the 

secondary data sets. The second was a data sharing agree-

ment drawn up between the UK and Canadian institu-

tions to specify the basis for primary data set sharing; the 

US institutions were not able to participate in this second 

agreement. This means that the UK and Canadian teams 

cannot share primary data with the US teams, even that 

collected from the United States itself, because by law, 

primary data that enters the United Kingdom/European 

Union becomes subject to UK/EU GDPR (so the United 

Kingdom cannot return US primary data to the United 

States). As a result, SPADE observes the following work-

flow for collecting and sharing primary data:

•	 The main project site for software development is in 

Canada. This is also where the master data set reposi-

tory is based.

•	 The UK (Glasgow) team collect primary data from 

British and Canadian DGs, and then share these with 

the Canadian team for data analysis using ISCAN. 

The UK team may also store and carry out data analy-

sis of British and Canadian primary data sets.
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various human-readable formats as per their deposit. 

The databases are in a hybrid database format, Polyglot, 

used by ISCAN (section 3.2.1). The secondary derived 

data sets of linguistic data and acoustic phonetic mea-

sures are comma-delimited files (.csv), which can be 

opened in R, Excel, and similar programs.

Project data storage is currently on servers at the 

Canadian and UK institutions (McGill, Glasgow Uni-

versity). Some US data are also stored at the US sites 

(North Carolina State University, University of Oregon), 

respecting ethical issues discussed in section 2.2. Storage 

is ensured for at least ten years and likely for many years 

afterward.

Secondary data sets containing the derived linguistic 

and acoustic measures from all public data sets, and all 

primary private data sets for which permission has been 

given, have been deposited in an Open Science Founda-

tion public project, with a DOI (Sonderegger et al. 2020). 

The project contains secondary data sets (CSVs), along 

with documentation describing their contents and how 

they were generated using ISCAN (e.g., algorithm param-

eter values). This repository provides sustainable storage 

of the secondary data in perpetuity, at no cost to users, 

and will ensure backup and migration to new formats 

over time.

3  Data processing in SPADE: ISCAN software

Figure 15.3 shows the overall data processing pipeline 

in SPADE. In section 2, we discussed the initial and final 

stages of data management for the project: collection of 

the primary raw speech data sets and sharing of the sec-

ondary derived data sets. The steps in between are car-

ried out using software developed for the core purpose 

of SPADE, scaling up phonetic investigations by carry-

ing out the “same study” across many speech corpora. 

The ISCAN software can be configured for different 

types of cross-corpus analysis. This section describes the 

goals and design of ISCAN for this specific use case, to 

show how data processing, storage, access, and search 

are intended to work for cross-corpus phonetic analyses. 

Major development of ISCAN is complete. Its imple-

mentation is described in detail in the documenta-

tion for ISCAN (iscan​.readthedocs​.io) and PolyglotDB 

(polyglotdb​.readthedocs​.io) (see also McAuliffe et al. 

2019).

Our solution has been to adapt the following con-

vention. The “SPADE Consortium” appears as the last 

author for all outputs that use private project-external 

data sets collected beyond phase 1. This coauthorship 

recognizes that the SPADE project, and especially the 

development of the ISCAN software, would not have 

been possible without the DGs who generously agreed to 

share their corpora with us. Their input has been so cru-

cial that we consider the DGs collectively as coauthors 

of all SPADE-related outputs that make use of private, 

project-external, primary data sets. Listing all DGs as 

authors is impractical, and we therefore group them into 

the SPADE Consortium. In so doing, we have followed 

many of the conventions adopted by the Atlas of Pidgin 

and Creole Language Structures (Michaelis et al. 2013). 

This convention is adopted for all outputs, irrespective 

of which corpora are used as the basis of a particular 

analysis for presentation/publication. The detailed list 

of the members constituting the SPADE Consortium is 

given on the project website.

This means that citation of SPADE primary data sets 

is as follows. Preliminary outputs based on phase 1 

acknowledged the private DGs (SoTC/Raleigh corpora) 

by coauthorship. All subsequent outputs that use pri-

mary or secondary data from SPADE must include the 

SPADE Consortium as last coauthor and give formal 

references for the specific corpora used for that output 

within the text/bibliography of that output. This cita-

tion requirement applies to project members, and to all 

who use the subsequently deposited secondary derived 

data sets. In this way, SPADE DGs can themselves track 

the future use of secondary data that their data sharing 

made possible. It especially enables reporting to funders 

for impact of their research, which is increasingly 

required in the United Kingdom.

2.4  Data archiving

The final core aspect of data sharing for SPADE is the 

responsible archiving of the primary and secondary data 

sets, and the databases (in Polyglot format; see section 

3). This entails both adhering to the use of standard file 

formats and actual primary and secondary data set stor-

age (Mattern, chapter 5, this volume; Andreassen, chap-

ter 7, this volume).

The SPADE primary audio data are in standard file 

formats (e.g., waveform audio file format, .wav), usable 

on any computer. The speech data set text files are in 
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EMU-SDMS, SLAAP, LaBB-CAT, and Phon, whose experi-

ences have helped inform ISCAN development. Further 

design goals are motivated by SPADE itself, which hold 

for some but not all cross-corpus phonetic studies:

4.	 Enabling multiple users, both local and remote, to inter-

act with the same data set—to account for use cases 

of a single user analyzing their own data (e.g., a DG), 

and of multiple users at remote locations analyzing 

the same data set. Both are needed for SPADE, where 

team members are in three countries.

5.	 Working with restricted data sets: Many speech data 

sets cannot be shared or even listened to by groups 

beyond the original research team (because speech 

inherently identifies speaker identity). However, 

neither is in principle necessary for many common 

phonetic analyses. It should be possible to carry out 

phonetic analysis on a data set without access to the 

raw data and also for different users to have different 

levels of access.

6.	 Limited functionality to examine and modify individual 

tokens: The original vision for SPADE was fully auto-

mated analysis without user inspection (section 1). 

However, during development we decided to include 

a limited postanalysis inspection capability (section 

3.3.3) that is crucially restricted by user permissions.

3.1  Design goals

The SPADE use case motivates a number of design goals 

that hold for any “big data” project using multiple 

speech corpora to study linguistic structure:

1.	 Scalability: Speech corpora can be large (one to fifty 

gigabytes each); even basic speech processing algo-

rithms (e.g., pitch extraction) can be slow when run 

on hours of audio. The system must run in reasonable 

time as the amount of data grows (the SPADE target 

corpora contain over two thousand hours of speech).

2.	 Abstraction away from corpus format: Speech corpora 

are heterogeneous, with numerous formats used over 

the past twenty-five years to store annotations and 

metadata. Extensive scripting is required to perform 

similar operations on different corpora, despite sub-

stantial structural similarities across speech corpora. 

Users should be able to interact with corpora without 

understanding particularities of format.

3.	 Minimization of technical skill and effort: Ideally users 

should need minimal technical skill to manipulate 

and measure acoustic data, and even technical users 

should be able to minimize scripting by using a stan-

dard tool kit.

Each goal also applies for use cases addressed by 

existing speech data management systems—especially 
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2.	 Time series: Acoustic measures defined at fixed inter-

vals over time, such as an F0 track.

Our corresponding custom database format, called 

Polyglot, uses two subdatabases, each matched to the 

structure of one aspect of the data:

1.	 Neo4j (https://neo4j​.com​/), a NoSQL graph database, 

is used to represent transcribed speech via annotation 

graphs, which capture linguistic objects and their 

temporal relationships. For example, in the initial 

import, word and phone information are parsed into 

a meaningful structure, reflecting both hierarchical 

information (e.g., which phones belong to which 

word; which phone follows which) and type-token 

relationships (such as what properties are shared 

across all productions and which words/phones are 

spoken by a particular speaker).

2.	 InfluxDB (https://www​.influxdata​.com​/), a NoSQL 

time-series database, stores time series associated with 

a particular token of a linguistic object (e.g., the F0 

track across a word).

The “polyglot persistence” design of our system, 

where different subdatabases are used for different data 

types, should maximize scalability, one of our key goals, 

because each subdatabase is already optimized for the 

structure of a particular data type. Our choice of a graph 

database in particular over a relational database (used in, 

e.g., EMU, LaBB-CAT, and SLAAP) was motivated by scal-

ability. A disadvantage of this choice is the high storage 

footprint associated with graph databases. Empirically, 

for SPADE we have found that after enough enrichment 

is performed to do a typical phonetic study, the resulting 

Polyglot database is about as large as the original speech 

corpus.

3.2.2 Processing and storage loop: “Enrichment”  The 

database resulting from importing a corpus is of limited 

use for phonetic studies—only word or phone durations 

can be examined. For a typical use case, the database is 

first built up through “enrichment”: a loop of data pro-

cessing and storage, to add different linguistic objects 

and phonetic measures of several types:

New linguistic units can be created, to enhance the struc-

tured hierarchy representing the corpus in the data-

base. For example, words can be grouped together into 

larger chunks (“utterances”) or phones into syllables.

A schematic of the system is shown in figure 15.3. A 

user goes from raw primary data to derived secondary 

data set by:

•	 Importing raw data into a common database format 

(“import”)

•	 Adding linguistic structures and standardized mea-

sures to the database, using external speech process-

ing tools, resources such as pronunciation lexicons, 

and internal algorithms (“enrich”)

•	 Finding relevant tokens (“query”) and writing infor-

mation about them to a CSV file (“export”)

(The optional step of “inspection” is not shown.) 

These steps can be carried out using either a Python 

application programming interface or a web graphical 

user interface (GUI; written in Django/AngularJS). Here 

we mostly abstract away from whichever interface is 

used, but assume that the reader would use the GUI.

3.2  Data processing and storage

The first step in processing a raw speech corpus is to import 

into a standardized database format, meeting the goal of 

abstracting away from corpus format. ISCAN assumes that 

minimally phone- and word-level time alignments exist 

(e.g., Praat “word” and “phone” tiers), such as the output 

of a forced aligner. ISCAN can currently import from vari-

ous TextGrid-based forced aligners (Montreal Force Aligner, 

FAVE, LaBB-CAT) as well as BAS Partitur (used for MAUS: 

Schiel et al. 1998) and various idiosyncratic corpus-specific 

formats (TIMIT, Buckeye: Garofolo et al. 1993).

For example, for the /s/-retraction study, six hetero-

geneous speech corpora were imported: one with an 

idiosyncratic format (Buckeye) in annotation text files, 

one in LaBB-CAT format, and several in TextGrids from 

different forced aligners.

3.2.1 Database structure and “import”  Use of a data-

base presupposes a data model. There are two parts to 

ISCAN’s data model, corresponding to the structure of 

transcribed speech and common measures:

1.	 Annotation graphs (Bird & Liberman 2001; also used 

in the EMU-SDMS, LaBB-CAT systems): A formalism 

based on graphs (in the sense of nodes and edges) 

that captures the logical structure underlying tran-

scribed speech. Nodes and edges in the graph repre-

sent points in time, and intervals of time over which 

an annotation occurs (e.g., /k/ in the word cat).
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access to the raw corpus itself. We now describe how 

users interact with these databases, in terms of access, 

searching, and inspection.

3.3.1 Access: System configuration and user access  For 

our use case of cross-corpus analysis, we presume many 

existing Polyglot databases corresponding to different 

data sets; these need to be accessed by multiple users, 

possibly at different sites (goal 4), with access restrictions 

that respect ethical restrictions on some data sets (goal 

5). Access to and interaction with the databases is man-

aged via a Django web framework. The overall ISCAN sys-

tem, which consists of several pieces managed by Docker 

(https://www​.docker​.com​/), is called the ISCAN server.

An ISCAN server is installed on a static machine 

(e.g., a desktop), from where it can be used to interact 

with the databases locally by its installer. If the machine 

is a web server, the databases can also be accessed by 

remote users—which is the case we assume for the rest of 

this section, and the typical use case for SPADE. A fully 

fledged permissions system allows a user’s access and 

functionality to be restricted for particular databases.2 

This is most relevant for “inspection” (section 3.3.3) to 

disable users’ ability to listen to audio or see identifying 

information (e.g., parts of the transcript) for a data set. 

However, the permissions system could in principle be 

used more generally—such as to enable only searching 

for tokens but not exporting a data file, if a researcher 

wanted to let others explore the data they used for a 

study but is not able to provide a readable CSV, as for 

example, during a class.

To give a concrete example: an ISCAN server for the 

SPADE project has been set up on a web server at McGill, 

where users can log in by going to a web address. A user 

who has been given a tutorial account would only see 

the “iscan-tutorial” database (a subset of the ICE-Canada 

corpus) and would not see some functionality that has 

been disabled for purposes of the tutorial. A SPADE team 

member who logs in would see all available databases 

and all functionality.

3.3.2 Searching: “Query” and “export”  However the 

ISCAN server is accessed (either locally or on a remote 

web server), a user primarily interacts with a Polyglot 

database by executing queries, to find a subset of linguis-

tic objects (e.g., phones, words) of interest for a pho-

netic study. Queries are constructed either in a graphical 

interface (in the GUI; figure 15.4) or in a custom Python 

Non-acoustic properties can be added to linguistic objects, 

including properties of words/phones/speakers, from 

external resources such as pronunciation lexicons (e.g., 

syllable stress, word frequency) or corpus metadata 

files (e.g., speaker gender, age), and measures based on 

hierarchical relationships—such as speech rate (e.g., 

“syllables per second”) or number of phones in a word.

Acoustic measures can be stored, by processing the raw 

sound files using internal algorithms or integration 

with external tools (such as AutoVOT or REAPER 

[Robust Epoch and Pitch Estimator]: Talkin 2015). 

Currently available measures include F0, vowel for-

mants (algorithm described in Mielke et al. 2019), 

and voice onset time, as well as anything comput-

able by a user-specified Praat script in a certain for-

mat. Continuous-time measurements (such as F0) can 

be stored as single points (e.g., one F0 per vowel) or 

tracks (e.g., one F0 track per vowel).

For example, for the /s/-retraction study, enrichment 

included:

•	 Phone position in word, syllables, stress (from an 

external lexicon)

•	 Speaker dialect and gender (from corpus metadata)

•	 Acoustic measures for each sibilant token, such as 

center of gravity and spectral slope, calculated by a 

user-specified Praat script

Enrichment is a loop because all new information 

computed is stored, and subsequent enrichment steps 

usually depend on previously stored information. Any-

thing encoded in enrichment is stored in the database 

and can be used again in the future. This design choice 

follows from the intended workflow of ISCAN: data pro-

cessing and storage are only done once, can be slow, 

and require access to the original speech data. However, 

once the database is created, it exists independently of 

the original speech data, and can be used efficiently in 

different studies: querying the database and writing the 

results to a data file are designed to be fast.

3.3  Interacting with a Polyglot database: Access, 

search, inspection

Importing a speech corpus and carrying out enrichment 

results in one Polyglot database per corpus (top right of 

figure 15.3). Each database contains all information 

needed to carry out common phonetic analyses without 
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file included information about any following phones in 

the syllable onset, speaker demographics (dialect, gen-

der), and acoustic measures associated with each sibilant 

(e.g., spectral center of gravity, peak).

3.3.3 Inspection  The original vision of SPADE envisaged 

fully automatic analysis of speech, without user access to 

raw corpora. As ISCAN was developed and used team-

internally, it became clear that fully automatic analysis is 

not yet realistic in many practical settings, such as when 

developing a new analysis pipeline to be applied across 

many corpora. For any phonetic study, even large-scale 

automated ones, some inspection of individual tokens 

may be important to get a handle on the data and to 

examine unusual cases. The ISCAN GUI thus contains 

functionality for inspection. Subject to user permissions, 

tokens returned by a query can be visually and audi-

torily inspected using a waveform, spectrogram, and a 

query language (in the Python application program-

ming interface)—no knowledge of underlying query lan-

guages of the subdatabases is assumed. Using a custom 

query language (as also in EMU-SDMS) minimizes the 

technical knowledge required from the user. Queries can 

reference properties of an annotation (e.g., “all phones 

which are labeled /s/ or /ʃ/”), user-defined subsets (e.g., 

“sibilants”), information from associated linguistic 

objects (e.g., following phone, syllable stress), and so 

on. For example, for the /s/-retraction study, the query 

found all word-initial sibilants in stressed syllables. Once 

the subset of objects has been found, information about 

them can be exported to a data file (a CSV), with one row 

per token and one column per variable. Any information 

referenced herein (in query, enrichment, import) can be 

exported as a column, including acoustic measures. For 

example, in the /s/-retraction study, the exported data 

Figure 15.4
Screenshot of query interface for ISCAN.
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is restricted to fixing F0 tracks. While more extensive 

inspection capability is important for enabling large-

scale studies, this direction is beyond the remit of the 

SPADE project. Inspection functionality is better devel-

oped in other speech database management systems 

(e.g., LaBB-CAT, Phon, EMU-SDMS) whose intended use 

cases centrally involve corpus annotation.

4  Future directions for ISCAN and SPADE

The SPADE project is a concrete instantiation, and first 

step, of developing our philosophy of speech data man-

agement for analyses of multiple speech corpora, where 

corpora are translated into standardized databases from 

which consistent high-quality acoustic measures can 

easily be extracted for analysis. The SPADE use case 

TextGrid-like display showing the linguistic context 

(phones, words) (figure 15.5).

Importantly, this functionality is controlled by the 

permissions system: access to each aspect is defined on 

a per-corpus and per-user basis. For example, users’ abil-

ity to actually play audio for individual tokens can be 

disabled—which addresses the primary privacy concern 

associated with sharing speech data. In this way, exami-

nation of individual tokens should be possible even for 

(some) private data sets.

ISCAN contains limited functionality to allow the user 

to change the database through inspection, in two ways 

which are important for augmenting “automatic” analy-

sis. Tokens can be excluded from further analysis (e.g., 

due to a bad F0 track or incorrect forced alignment), and 

annotations can be corrected, though currently the latter 
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Figure 15.5
Screenshot of inspection interface for ISCAN.
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necessarily focuses on subsets of speech segments in a sub-

set of English dialects. Obvious extensions are to extend 

our sample to include overseas, native, and non-native 

Englishes, and to extend to other languages for crossling-

uistic research (Sonderegger, McAuliffe, & Bang 2017). We 

also need to adapt ISCAN for large-scale study of supra-

segmental speech phenomena, building on the parallel 

development of the system for smaller-scale cross-corpus 

analyses in the Intonational Bestiary project (Goodhue 

et al. 2016), as described in McAuliffe et al. (2019).

To this end, we also regard ISCAN as a step in a con-

tinually developing software system for integrated speech 

corpus analysis (ISCAN after all, continues Speech Corpus 

Tools; McAuliffe, Stengel-Eskin, et al. 2017). To address 

longevity of the system, all code is freely available and 

open source (on GitHub repositories: MontrealCorpus-

Tools/ISCAN, MontrealCorpusTools/iscan-spade-server, 

MontrealCorpusTools/PolyglotDB), including stable 

releases. We hope and expect that the code will be taken 

up, extended, and cannibalized in the future, if not by 

ourselves, then by others who are also working toward 

the general scientific direction of scaling up phonetic data 

analysis.
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Notes

1.  Materials for this study are archived in an Open Science 

Foundation project (Stuart-Smith et al. 2019b).

2.  Such permissions systems are important for some other 

speech database management systems, such as SLAAP, which 

hosts mostly restricted data sets.
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