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Abstract

Many functional and structural neuroimaging studies call for accurate morphometric segmentation of different brain structures starting from image intensity values of MRI scans. Current automatic (multi-) atlas-based segmentation strategies often lack accuracy on difficult-to-segment brain structures and, since these methods rely on atlas-to-scan alignment, they may take long processing times. Alternatively, recent methods deploying solutions based on Convolutional Neural Networks (CNNs) are enabling the direct analysis of out-of-the-scanner data. However, current CNN-based solutions partition the test volume into 2D or 3D patches, which are processed independently. This process entails a loss of global contextual information, thereby negatively impacting the segmentation accuracy. In this work, we design and test an optimised end-to-end CNN architecture that makes the exploitation of global spatial information computationally tractable, allowing to process a whole MRI volume at once. We adopt a weakly supervised learning strategy by exploiting a large dataset composed of 947 out-of-the-scanner (3 Tesla T1-weighted 1mm isotropic MP-RAGE 3D sequences) MR images. The resulting model is able to produce accurate multi-structure segmentation results in only a few seconds. Different quantitative measures demonstrate an improved accuracy of our solution when compared to state-of-the-art techniques. Moreover, through a randomised survey involving expert neuroscientists, we show that subjective judgements favour our solution with respect to widely adopted atlas-based software.
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1. Introduction

The segmentation of various brain structures from MRI scans is an essential process in several non-clinical and clinical analyses, such as the comparison at various stages of normal brain, or disease development of neurodegenerative processes, neurological diseases, and psychiatric disorders. The morphometric approach is especially helpful in pathological situations for confirming the diagnosis, defining the prognosis, and selecting the best treatment. Moreover, brain structure segmentation is an early step in functional MRI (fMRI) study pipelines, as neuroscientists need to isolate specific brain structures before analysing the spatiotemporal patterns of activity within them.

Manual segmentation, although considered to be the gold standard in terms of accuracy, is time consuming (Zhan et al., 2018). Therefore, neuroscience studies began to exploit computer vision to process data from increasingly performing MRI scanners and ease the interpretation of brain data, intrinsically characterised by a strong inter-subject variability. Different fully automated pipelines have been developed in recent years (Despotović et al., 2015), moving from techniques based only on image features to ones that make also use of a-priori statistical knowledge about the neuroanatomy. The vast majority of the available tools apply a (multi-) atlas-based segmentation strategy (Cabezas et al., 2011), in which the segmentation of the target volume is inferred from one or several templates built from manual annotations. In order to make this inference phase possible, a time consuming and computationally intensive (FreeSurfer, 2008) non-rigid subject-to-atlas alignment is necessary. Due to the aforementioned high inter-subject brain variability, such registration procedures often introduce errors that yield a decrease in segmentation accuracy on
brain structure or tissue boundaries (Klein et al., 2017; Lerch et al., 2017).

In recent years, Deep Learning (DL) techniques have emerged as one of the most powerful ways to combine statistical modelling of the data with pattern recognition for decision making and classification (Voulodimos et al., 2018), and their development is impacting various medical imaging domains (Hamidinекoo et al., 2018; Litjens et al., 2017). Provided that they are trained on a sufficient amount of data embodying the observable variability, DL models are able to generalise well to previously unseen data. Furthermore, they can work directly with out-of-the-scanner images, removing the need for the expensive scan-to-atlas alignment phase. Numerous DL-based algorithms proposed for brain MRI segmentation match or even improve the accuracy of atlas-based segmentation tools (Akkus et al., 2017; Rajchl et al., 2018; Roy et al., 2019; Wachinger et al., 2018). Due to the scarcity of training data and to hardware limitations, approaching this task using DL commonly requires the volume to be processed considering 2D (Roy et al., 2019) or 3D-patches (Fedorov et al., 2017; Rajchl et al., 2018; Dolz et al., 2019; Wachinger et al., 2018; Li et al., 2017) at a time. Although this method simplifies the process from a technical point of view, it introduces significant limitations in the analysis: since each 2D or 3D patch is segmented independently from the others, these models mostly exploit local spatial information – ignoring "global" cues, such as the absolute and relative positions of different brain structures - which makes them suboptimal. Different works have considered the potential improvements of removing said volume partitioning (McClore et al., 2018; Wachinger et al., 2018). Solutions that exploit such fully-volumetric approach have already been applied to prostate (Miletari et al., 2016), heart atrium (Savioli et al., 2019), and proximal femur MRI segmentation (Deniz et al., 2018), but not yet to brain MRI segmentation - where this strategy could prove particularly useful given the complex geometry and the variety of structures characterising the brain anatomy. Here, we discuss how both hardware limitations and the scarcity of hand-labelled ground truth (GT) data can be overcome. First, we tackle the former by customising and simplifying the model architecture. Second, the latter is coped with by training our model on segmentation masks obtained exploiting atlas-based techniques, in what can be considered a weakly supervised fashion - more precisely what (Zhou, 2017) and (Li et al., 2019) describe as "inaccurate supervision". Hence, even though CEREBRUM is trained exploiting labelling which is not exempt from errors, we demonstrate that the statistical reliability of atlas-based segmentation is enough to guarantee good generalisation capability of the DL models trained on such imperfect ground truth.

2. Existing methods for whole brain MRI segmentation and how to advance them

2.1. Atlas-based methods

In the last twenty years, several atlas-based segmentation methods have been developed. However, only a few of them are completely automatic, and thus pertinent to our discussion: FreeSurfer, FSL’s FAST and FMRIB, and fMRIPrep. FreeSurfer (Fischl, 2012) is an open-source software package that contains a completely automated pipeline for tissue and sub-cortical brain structure segmentation. FSL’s FAST (FMRIB’s Automated Segmentation Tool, Zhang et al., 2001) and FIRST (FMRIB’s Integrated Registration and Segmentation Tool, Patenaude et al., 2011) are part of the Oxford’s open-source library of analysis tools for MRI and fMRI data. FAST segments different tissue types in already skull-stripped brain scans, while FIRST deals with the segmentation of sub-cortical brain structures. fMRIPrep (Esteban et al., 2019) is a recently published preprocessing software for MRI scans that combines tools from widely used open-source neuroimaging packages (e.g., the above mentioned FSL and FreeSurfer). It implements a brain tissues segmentation pipeline, providing the user with both soft (i.e., probability maps) and hard segmentation.

These methods are widely used in neuroscience, since they produce consistent results with little human intervention. Nevertheless, they are all atlas-based and not learning-based - hence, the only way to improve their accuracy is to manually produce new atlases. Furthermore, since they implement a long processing pipeline together with the atlas-based labelling strategy, the segmentation operation is time consuming (FreeSurfer, 2008). Limitations of these approaches, such as the lack of accuracy on various brain structure boundaries, have been documented (Ellingsen et al., 2016; Wenger et al., 2014; Weier et al., 2012; Cabezás et al., 2011).

2.2. Deep learning methods

Many of the state-of-the-art methods based on deep learning exploit multi-modal MRI data (Čiček et al., 2016; Chen et al., 2018; Dolz et al., 2019; Andermatt et al., 2016). Yet, in real-case scenarios and due to time constraints, the acquisition of different MRI sequences for anatomical analysis is rarely done: in most studies a single sequence is used - with T1w being the most popular protocol. Various alternatives have been proposed to obtain whole brain segmentation from T1w only. QuickNAT (Roy et al., 2019) leverages a 2D based approach to efficiently segment brain MRI, exploiting a paradigm that aggregates the predictions of three different encoder-decoder models by averaging the probability maps - each model trained to segment a single slice at a time along one of the three principal axes (longitudinal, sagittal, and coronal). MeshNet (Fedorov et al., 2017; McClore et al., 2018) is a feedforward CNN based on 3D dilated convolutions, whose structure guarantees good results while keeping the number of parameters low. NeuromNet (Rajchl et al., 2018) is an encoder-multi-decoder CNN, trained to replicate segmentation results obtained with multiple state-of-the-art neuroimaging tools. DeepNAT (Wachinger et al., 2018) is composed of a cascade of two CNNs. It breaks the segmentation task into two hierarchical operations - the foreground-background separation, and the labelling of each voxel as belonging to the foreground - implemented by the first and the second network, respectively. Finally, the solution presented in Li et al. (2017) makes use of various refinements, such as residual connections and dilated convolution, to favour the learning of 3D representation and increase the compactness of the proposed model. Such modifications are furthermore at the centre of the extensive analysis conducted by the authors in an effort to explain how the former impact the model performance.

However, a common trait of these methods is that they do not fully exploit the 3D spatial nature of MRI data. Although QuickNAT tries to integrate spatial information by averaging the probability maps computed with respect to different views, it is slice-based. DeepNAT exploits an intrinsic parameterisation of the brain (through the Laplace-Beltrami operator) trying to introduce some spatial context, but as with MeshNet it is trained on small non-overlapping 3D-patches. Finally, NeuroNet is trained on random crops of the MR volume, and so is the high-resolution compact CNN presented in Li et al. (2017).

2.3. Aims and contributions

Aiming to exploit both local and global spatial information contained in MRI data, we introduce CEREBRUM: a fast and fully-volumetric Convolutional Encoder-decoder for weakly supervised segmentation of BrainStructures from out-of-the-scanner.
MRI. To the best of our knowledge, CEBRUM is the first DL model designed to tackle the brain MRI segmentation task in such a fully-volumetric fashion. This is accomplished exploiting an end-to-end encoding-decoding structure, where only convolutional blocks are used. This delivers a whole brain MRI segmentation in just \( \sim 5 \text{–} 10 \text{ s} \) on a desktop GPU. The model architecture and the proposed learning framework are shown in Fig. 1.

Since in most real case scenarios, to save scanner time, only single-modal MR images are collected, we develop and test our method on a large set of data (composed by 947 MRI scans) acquired using a T1-weighted (T1w) 1mm isotropic MPRAGE protocol. Neither registration nor filtering is applied to these data, so that CEBRUM learns to segment out-of-the-scanner volumes. Focusing on the requirements of a real case scenario (MRI studies), we train the model to segment the classes of interest in the MICCAI challenge (Mendrik et al., 2015) i.e., gray matter (GM), white matter (WM), cerebrospinal fluid (CSF), ventricles, cerebellum, brainstem, and basal ganglia. Since manually annotating such a large body of data would require a prohibitive amount of human hours, we train our model on automatic segmentations obtained by FreeSurfer (Fischl, 2012) - relabelled to obtain the aforementioned set of seven classes.

We compare the proposed method with other CNN-based solutions: the well-known 2D-patch-based U-Net (Ronneberger et al., 2015), its 3D variant (Çiçek et al., 2016), and the state-of-the-art architecture QuickNAT (Roy et al., 2019) - which leverages the aggregation of three slightly modified U-Net architectures (trained on coronal, sagittal, and axial MRI slices, respectively). To ensure a fair comparison, we train these models by conducting an extensive hyperparameter selection process. Results are quantitatively evaluated exploiting the same metrics used in the MICCAI MR Brain Segmentation challenge, i.e., the Dice Similarity Coefficient, the 95th Hausdorff Distance, and the Volumetric Similarity Coefficient (Taha and Hanbury, 2015), utilising FreeSurfer as GT reference. In addition, to assess the generalisability capability of the proposed model, we compare the obtained results against the FreeSurfer segmentation we used for training. To do so, we design a survey in which five expert neuroscientists (with more than five years of experience in MRI analysis) are asked to choose the most accurate segmentation between the two aforementioned ones. This qualitative test covers different areas of interest in neuroimaging studies, i.e., the early visual cortex (EVC), the high-level visual areas (HVC), the motor cortex (M1C), the cerebellum (CER), the hippocampus (HIP), the early auditory cortex (EAC), the brainstem (BST) and the basal ganglia (BGA).

All the code necessary to train CEBRUM and run the survey is available at the project’s GitHub page.\(^2\)

3. Material and methods

3.1. Data

To speed up research and promote reproducibility, numerous large-scale neuroimaging experiments make the collected data available to all researchers (Marcus et al., 2007; Van Essen et al., 2013; Oxtoby et al., 2019; Miller et al., 2016; Bellec et al., 2017). However, none of these studies provide manual annotations, as carrying out the operation on such large databases would prove exceptionally time-consuming.

For this reason, most of the studies investigating the application of DL architectures for brain MRI segmentation make use of automatically produced GT for training purposes (Roy et al., 2019; McClure et al., 2018; Fedorov et al., 2017; Rajchl et al., 2018) - with some of them reporting the latter can be exploited to train models that perform the same (Rajchl et al., 2018), or even better (Roy et al., 2019), than the automated pipeline itself. Motivated by this rationale, we train and test the proposed model using both a large collection of out-of-the-scanner MR images and the results of the FreeSurfer (Fischl, 2012) cortical reconstruction process, recon-a11, as reference GT. As anticipated in Section 1, we relabel this result preserving seven among the most important classes of interest in most of IMRI studies (see Section 2.3 and Fig. 1).

The database, collected from the Centre for Cognitive Neuroimaging (the University of Glasgow) in more than 10 years of machine activity, consists of 947 MR images - 900 of which are used for training, 11 for validation, and 36 for testing. All the volumes are out-of-the-scanner, i.e., obtained directly from a set of DICOM images using dcm2niix (Li et al., 2016), whose auto-crop option is exploited to make sizes consistent across all the dataset (i.e., \(192 \times 256 \times 170 \) for sagittal, coronal, and longitudinal axis, respectively) without any other pre-processing of the data. Given the number of available scans for training, and since no registration is performed, the variability in shape, rotation, position, and anatomical size is such that no data augmentation is needed to avoid the risk of overfitting. The first two columns of Fig. 2(a) and (b) show detailed views from some selected slices of the out-of-the-scanner T1w and the corresponding relabelled FreeSurfer segmentation, respectively. The main characteristics of the dataset are summarised in Table 1. As the data have been collected under different ethics

\(^2\) https://github.com/denbonte/CEBRUM.
applications, we are not able to make the whole database publicly available. However, 7 out of 36 volumes used for testing are collected under the approval of the local ethics committee of the College of Science & Engineering (ethics #300170016) and shared online after anonymisation,\(^3\) for comparison and research purposes, along with the segmentation masks resulting from CEREBRUM and FreeSurfer (See Fig. 2 and Section 4.2).

### 3.2. Proposed model

To make the complexity of managing our 192 × 256 × 170 voxels data tractable, we carefully optimise the model architecture so as to implicitly deal with GPU memory constraints. Furthermore, we exploit, for training purposes, a machine equipped with 4 GeForce® GTX 1080 Ti - distributing different parts of the model on different GPUs.

Inspired by Ronneberger et al. (2015) and Çiçek et al. (2016), we propose a deep encoder-decoder model with six 3D convolutional blocks, which are arranged in increasing number on three layers. Since a whole volume is considered as an input, the feature maps extracted by such convolutional blocks are not limited to patches but span across the entire volume. As each block captures the content of the whole brain MRI, this enables the learning of both local and global spatial features by leveraging the spatial context which is propagated to each subsequent block. The capability of CEREBRUM to learn both local and global features is coherent with the last layer units of the model having a 100×100×100 theoretical receptive field. A table reporting the complete calculation of such parameter for each convolutional block of CEREBRUM can be found in the Supplementary Material. In order to better exploit the fine details found in T1 brain MRI data, kernels of size 3 × 3 × 3 are used as feature extractors. Instead of max-pooling, convolutions with stride are used as a dimensionality reduction method, thus allowing the network to learn the optimal down-sampling strategy starting from the extracted features. Exploiting such operations, and to force the learning of more abstract (spatial) features, a factor 1: 64 dimensionality reduction is implemented after the first layer. Finally, skip connections are used along with tensorial sum (instead of concatenation, Quan et al., 2016) to improve the quality of the segmented volume while greatly limiting the number of parameters to \(\sim 5\times 10^{9}\), far less with respect to state-of-the-art models which are structured in a similar fashion.

We train the model by optimising the categorical cross-entropy function. Convergence is achieved after roughly 24 hours of training (40 epochs), using Adam (Kingma and Ba, 2014) with a learning rate of \(42 \cdot 10^{-5}\), \(\beta_1 = 0.9\), and \(\beta_2 = 0.999\). Furthermore, we set the batch size to 1 and thus do not implement batch normalisation (Ioffe and Szegedy, 2015).

### 4. Results

The results we present in this section aim to confirm the hypothesis that avoiding the partitioning of MRI data enables the

---

\(^3\) https://openneuro.org/datasets/ds002207/

CEREBRUM to learn global spatial features useful for improving segmentation. At first, in Section 4.1, we provide numerical comparison with other state-of-the-art CNN architectures (U-Net, Ronneberger et al., 2015; 3D U-Net, Çiçek et al., 2016; QuickNAT, Roy et al., 2019). Then, in Section 4.2, we conduct a survey involving expert neuroscientists to subjectively assess the CEREBRUM segmentation accuracy. Finally, we further verify the validity of our assumptions by inspecting the soft-segmentation maps produced by the models in Section 4.3, and we demonstrate the suitability of our dataset by analysing the impact of the training set size on CEREBRUM performance in Section 4.4.

4.1. Numerical comparison

We numerically assess the performance of the models, using FreeSurfer segmentation as a reference, exploiting the metrics utilised in the MICCAI MRBrainS18 challenge (among the most employed in the literature, Taha and Hanbury, 2015). Dice (similarity) Coefficient (DC) is a measure of overlap, and a common metric in segmentation tasks. The Hausdorff Distance, a dissimilarity measure, is useful to gain some insight on contours segmentation. Since HD is generally sensitive to outliers, a modified version (95th percentile, HD95) is generally used when dealing with medical image segmentation evaluation (Huttenlocher et al., 1993). Finally, the Volumetric Similarity (VS), as in Crédens et al. (2009), evaluates the similarity between two volumes.

CEREBRUM is compared against state-of-the-art encoder-decoder architectures: the well-known 2D-patch based U-Net (Ronneberger et al., 2015), trained on the three principal views, i.e., longitudinal, sagittal, and coronal), the 3D-patch based U-Net 3D (Çiçek et al., 2016 - with 3D patches sized 64 × 64 × 64, as in Çiçek et al., 2016; Fedorov et al., 2017; Pawlowski et al., 2017), and the QuickNAT architecture (Roy et al., 2019), which implements view-aggregation starting from 2D-patch based models. We train all the models minimising the same loss for 50 epochs, using the same number of volumes, and similar learning rates (with changes in those regards made to ensure the best possible validation score). Fig. 3 shows class-wise results (DC, HD95, and VS) depicting the average score (computed across all the 36 test volumes) and the standard deviation. We compare 2D-patch-based (longitudinal, sagittal, coronal), QuickNAT, 3D-patch-based, and CEREBRUM (both a max pooling and strided convolutions version). Overall, the latter outperforms all the other CNN-based solutions on every class, despite having far less parameters: when its average score (computed across all the subjects) is comparable with that of other methods (e.g., view-aggregation, GM), it has a smaller variability (suggesting higher reliability). Moreover, we determine the p-values for such scores computing a paired t-test using as a reference the strided-convolutions version of CEREBRUM. In Fig. 3, statistically significant findings (p < 0.05) are highlighted with asterisks, whereas the numerical results are reported in the Supplementary Materials.

4.2. Experts’ qualitative evaluation

The quantitative assessment presented in Section 4.1, though informative, cannot be considered exhaustive. Indeed, using FreeSurfer as a reference for such evaluation makes the latter a ranking on a relative scale - and if this highlights the value of the fully-volumetric approach, it does not make a direct comparison with the atlas-based method possible. Thus, we need to confirm more systematically what can be inferred, for instance, from Fig. 2 - where far superior qualitative performance of CEREBRUM are clear compared to FreeSurfer, as the former produces more accurate segmentation masks, with far less holes and bridges. This somehow surprising generalisation capability of CEREBRUM over its training reference, if confirmed, would prove the desired “strengthening” effect yielded by the adoption of a weakly supervised learning approach. Moreover, quantitative assessments are often criticised by human experts, such as physicians and neuroscientists, for they do not take into account the severity of each segmentation error (Taha and Hanbury, 2015), which is of critical importance in professional usage scenarios.

For the aforementioned reasons, we design and implement a systematic subjective assessment by means of a PsychoPy (Peirce, 2007) test in which five expert neuroscientists (with more than five years of expertise in MRI analysis) are asked to choose the most accurate segmentation between the one produced by CEREBRUM and the (relabelled) FreeSurfer one. The participants are presented with a coronal, sagittal, or axial slice selected from a test volume, and are allowed both to navigate between four neighbouring slices (two following and two preceding the displayed one) and to change the opacity of the segmentation mask (from 0% to 100%) to better evaluate the latter with respect to the anatomical data. This process is repeated seven times - one for each test subject - per each of the eight brain areas of interest, i.e., early visual cortex (EVC), the high-level visual areas (HVC), the motor cortex (MCK), the cerebellum (CER), the hippocampus (HIP), the early auditory cortex (EAC), the brainstem (BST), and the basal ganglia (BGA). The choice of the slices to present and the order in which the latter are arranged is randomised. Furthermore, the neuroscientists are allowed to skip as many slices as they want if they are unsure about the choice: such cases are reported separately. The survey interface and a run example are provided in the Supplementary Material. From the results shown in Fig. 4 it emerges that, according to expert neuroscientists, the CEREBRUM qualitatively outperforms FreeSurfer. This proves the model superior generalisation capability and provides evidence to support the adopted weakly supervised approach. Moreover, such results hint at the possibility to have atlas-based methods and deep learning ones operating together in a synergistic way.

4.3. Probability maps and entropy measures

To further investigate the hypothesis that a fully-volumetric approach is advantageous with respect to other patch-based models, we also conduct an assessment on the predicted probability maps (i.e., soft segmentation). Such evaluation could clearly reveal the ability of the model to make use of spatial cues: for instance, a well-learned model which exploits learned spatial features should predict the presence of cerebellum voxels only in the back of the brain, where the structure is normally located.

Fig. 5(a) and (b) show two selected slices of the soft segmentation (percent probability, displayed in logarithmic scale) resulting from the best 2D-patch-based method (i.e., QuickNAT), the 3D-patch-based method, and CEREBRUM - for the cerebellum and basal ganglia classes, respectively (superimposed to the corresponding T1w slice). Other classes are omitted for clarity.

The probability maps produced by the 2D and 3D-patch based methods are characterised by the presence of voxels associated with significant probability of belonging to the structure of interest (p > 0.2) despite their distance from the latter. This can lead to misclassification errors in the hard segmentation (after the thresholding). In particular, higher uncertainty and spurious activations due to views averaging can be seen in the soft segmentation maps produced by QuickNAT - while blocking artefacts on the patch borders are visible in the case of the 3D-U-Net, even when the latter is trained using overlapping 3D-patches whose predictions are then averaged. The soft segmentation produced by CEREBRUM, on the contrary, is more coherent and closer to the reference in both cases, and does not present the aforementioned errors.
Fig. 3. Dice Coefficient, 95th percentile Hausdorff Distance, and Volumetric Similarity computed using FreeSurfer relabelled segmentation as a reference. The 2D-patch-based (red, green, blue, and grey for longitudinal, sagittal, coronal, and view-aggregation, respectively), the 3D-patch-based (pink), and our model (yellow for max-pooling and orange for strided convolutions) are compared. The height of the bar indicates the mean across all the test subjects, while the error bar represents the standard deviation. The asterisks below the bars highlight statistically significant results ($p < 0.05$), where the $p$-value is obtained from a paired t-test computed with respect to the strided-convolutions version of CEREBRUM, labelled with “ref.” (best viewed in electronic format).
Beside such qualitative evaluations, we quantitatively compare the sparseness of the predicted probability maps exploiting the average voxel-wise entropy \( H_v \), defined as:

\[
H_v(V, \text{DNN}) = \frac{\sum_{v \in V} H_v(v, \text{DNN})}{|V|}
\]

where \( V \) is an MRI volume, DNN a trained DL model, and \( v \) a single voxel. Hence, \(|V|\) is the total number of voxels in the volume, and the summation in Eq. (1) is computed for every voxel \( v \) in \( V \). The quantity \( H_v \) is the voxel-wise entropy, defined starting from the classical definition in Shannon (1948):

\[
H_v(v, \text{DNN}) = - \sum_{c \in C} \mathbb{P}(\text{DNN}(v) \in c) \ln \left( \mathbb{P}(\text{DNN}(v) \in c) \right)
\]

where \( C \) is the set of the segmented classes (in our case \( C = \{ \text{GM, GANGL, BRNSTEM} \} \)), \( \mathbb{P}(\text{DNN}(v) \in c) \) is the probability the model assigns to the event “voxel \( v \) belongs to the class \( c \)”, and \( \ln \left( \mathbb{P}(\text{DNN}(v) \in c) \right) \) is the natural logarithm of such quantity. We report the results of such test in Fig. 6(a), “normalising” the quantity \( H_v \) by the highest average voxel-wise entropy achievable \( H_v^{\text{MAX}} \), i.e., \( H_v \) computed for a voxel for which every class is predicted as equiprobable - so that \( H_v/H_v^{\text{MAX}} \in [0, 1] \) for ease of interpretation.

If entropy evaluates the sparseness of the predicted probability maps in general, cross-entropy is able to assess the uncertainty of a model, once the correct predictions are known. The average voxel-wise cross-entropy \( CH_v \) builds upon the idea of the voxel-wise entropy \( CH_v \), defined as:

\[
CH_v(v, \text{GT}, \text{DNN}) = - \sum_{c \in C} \mathbb{P}(\text{GT}(v) \in c) \ln \left( \mathbb{P}(\text{DNN}(v) \in c) \right)
\]

where GT is the ground-truth reference provided by FreeSurfer, \( C \) is the set of the segmented classes, \( \mathbb{P}(\text{GT}(v) \in c) \) is the probability related to the ground-truth event “voxel \( v \) belongs to the class \( c \)” (i.e., “1” for the correct class, and “0” otherwise, since FreeSurfer does not provide class probabilities), and \( \ln \left( \mathbb{P}(\text{DNN}(v) \in c) \right) \) is the natural logarithm of the probability the DNN model assigns to the event “voxel \( v \) belongs to the class \( c \)”.

4.4. Number of training samples

One of the possible limitations of approaching the brain MRI segmentation task in a fully-volumetric fashion could be the scarcity of training data - for in such a case each volume does not yield many training samples, as for 2D and 3D-patch-based solutions, but a single one. To investigate this possible drawback, we evaluate the performance of CEREBRUM when trained on smaller sub-sets of our database. In particular, we train the proposed model by randomly extracting 25, 50, 100, 250, 500, 700, 900 samples from the training set. To evaluate the performance of the model in the first two cases (i.e., 25 and 50 MRI scans), we repeat the training 5 times (on randomly extracted yet non-overlapping subsets of the database) and average the results. Furthermore, we evaluate the impact on the performance yielded by the introduction of strided convolutions (i.e., more learnable parameters) when the training set size is limited by training a variation of CEREBRUM where max-pooling is used as a dimensionality-reduction strategy. Fig. 7 shows that the performance variation significantly deteriorates as the training set size falls below 250 samples, while substantial stability is reached over 750 samples. This confirms that our 900 samples training set is properly sized for the task, without there being any urge for data augmentation.
5. Conclusion

In this work we presented CEREBRUM, a CNN-based deep model that approaches the brain MRI segmentation problem in a fully-volumetric fashion. The proposed architecture is a carefully (architecturally) optimised encoder-decoder that, starting from a T1w MRI volume, produces a result in only few seconds on a desktop GPU. We evaluated the proposed model performance, comparing it to state-of-the-art 2D and 3D-patch-based models with similar structure, exploiting the Dice Coefficient, the 95th percentile Hausdorff Distance, and the Volumetric Similarity, assessing CEREBRUM superior performance. Furthermore, we conducted a survey of expert neuroscientists to obtain their judgements about the accuracy of the resulting segmentation, comparing the latter with the result of FreeSurfer cortical reconstruction process. In conclusion, CEREBRUM achieves better segmentation than FreeSurfer. To our knowledge, this is the first time a DL-based fully-volumetric approach for brain MRI segmentation is deployed. The results we obtained prove the potential of this approach, as CEREBRUM outperforms 2D and 3D-patch-based encoder-decoder models using far less parameters. Removing the partitioning of the volume, as hypothesised, allows the model to learn both local and spatial features. Furthermore, we are the first to conduct a qualitative assessment test consulting expert neuroscientists: this is fundamental, as commonly used metrics often fail to capture the information experts need to rely on DL methods and exploit the latter for research.
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