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Abstract—Distributed systems are crucial to the full realization of the Internet of Things (IoT) ecosystem as it mitigates the challenges of trust, security, and scalability associated with the traditional centralized approach. In this paper, we present an analytical modeling framework for Practical Byzantine Fault Tolerance (PBFT)—a consensus method for blockchain in IoT networks. We define the viable area for the wireless PBFT networks which guarantees the minimum number of replica nodes required for achieving the protocol’s safety and liveness. We also present an analytical framework for obtaining the viable area which we later utilize for power optimization. Results show that significant energy saving can be achieved with the utilization of the viable area concept in wireless PBFT networks. The proposed framework can serve as a theoretical guidance for practical PBFT based wireless blockchain network deployment.

I. INTRODUCTION

The advent of 5G technology and the autonomous deployment of billions of Internet of Things (IoT) devices present some fundamental design challenges in terms of security, slow operation, confidentiality, scalability, and high cost when third-party authentications are required [1], [2]. A fully autonomous IoT network can be achieved when different IoT devices (generally referred to as ‘nodes’) communicate in a distributed manner [3]. However, this requires a consensus method (CM) whereby nodes can agree on the validity of the communicated data. Meanwhile, as an underlying technology for cryptocurrencies, blockchain is a promising technology for addressing trust and security concerns, as well as high maintenance cost associated with IoT networks [4], [5]. Blockchain system relies on the consensus approach for agreeing on a new data hence, consensus methods used in blockchain can as well be applied to IoT networks. However, most IoT devices are battery powered and limited in bandwidth resources, communication and computational capabilities.

Practical Byzantine Fault Tolerance (PBFT)—a blockchain consensus method—is well suited for IoT as it offers low computational power and complexity. PBFT is a practical and improved protocol on BFT that was proposed in [6] and it achieves an order of magnitude improvement in response time over BFT by working in an asynchronous environment [7]. PBFT also achieves a reduction in the complexity level of messages from the exponential level associated with BFT to a polynomial level complexity [8]. PBFT offers significant reduction in energy consumption when compared with other blockchain CMs such as proof of work (PoW) and proof of stake (PoS) [9]. It is also not affected by the centralization and the “nothing at stake” problems associated with PoS. The PBFT protocol provides safety and liveness when no more than \[ \left\lfloor \frac{n}{3} \right\rfloor \] out of the total \( n \) replica nodes are faulty [6]. This implies that neither operator or software errors nor adversary alterations can cause crash or adverse effect on the system if the number of faulty nodes is lower than this threshold. The PBFT wireless network is made up of IoT devices or nodes. When the header node in the PBFT network receives the client-IoT request, it starts the three phases of the PBFT consensus network namely, pre-prepare, prepare and commit [6]. In the pre-prepare, the header node multicasts a pre-prepare message to other nodes (generally referred to as replica nodes) in the PBFT network while nodes communicate with each other in the prepare and commit phases. Transactions are then recorded on the blockchain after consensus is reached in the PBFT consensus network.

In this paper, we propose a novel framework for implementing the PBFT algorithm over a wireless channel. In particular, we consider that communications between the IoT nodes in the pre-prepare, prepare and commit phases are done over the wireless channel. We introduce the concept of viable area for a given view\(^1\) and \( f \) number of faulty nodes noting that: 1) the conventional PBFT network requires at least \( 3f + 1 \) replica nodes; 2) communications in the prepare and commit phases also require a specified minimum number of matching messages from other different replica nodes; and 3) replica nodes must be able to receive from a specified minimum number of other replica nodes. The viable area relates to the minimum coverage area that meets all the constraints required for a successful PBFT implementation. The viable area is decided by parameters such as the number of faulty replica nodes \( f \), number of replica nodes in the network \( n \), header/replica node transmit power and receiver sensitivity, and the pathloss components. As such, the viable area can provide a guide in practical deployment of blockchain systems by specifying how big the network should be. The main contributions of this work are summarized as follows

- We present an analytical framework for the viable area of

---

\(^1\)The view change is used when the header node becomes faulty or breaks down. It allows other nodes in the PBFT network to select a new header.
wireless PBFT networks. Our framework provides a link between the nodes (header and replicas) transmit power and receiver sensitivity, the PBFT network’s coverage and the number of faulty nodes allowed for its successful operation. The proposed framework allows for the optimization of the network parameters such as the broadcast transmit power, receiver sensitivity, and coverage range.

- Noting that the nodes are battery driven IoT devices, we optimize the header/replica nodes broadcast transmit power for the scenario where the header node is located at the origin, which we later generalize to the case where the header is randomly located within the PBFT network.
- Furthermore, towards energy savings, we utilize the framework to determine the minimum transmit power required by replica nodes when responding to the client.

We first discuss the system model and assumptions in Section II, which include an overview of the normal PBFT and some assumptions in relation to the implementation of wireless PBFT. Using the system model for wireless PBFT in Section III, we introduce and define the viable area for the wireless PBFT networks. We present the numerical results in Section IV, while conclusions are drawn in Section V.

II. SYSTEM MODEL AND ASSUMPTIONS

In this section, we present an overview of the conventional PBFT algorithm and discuss its implementation over a wireless network. We also present the system model and assumptions.

A. Practical Byzantine Fault Tolerance (PBFT)

The conventional PBFT network is made up of $n$ replica nodes and it can tolerate a maximum of $f$ faulty replica nodes. The relationship between $n$ and $f$ is defined from [6] as follows

$$ f \leq \left\lfloor \frac{n-1}{3} \right\rfloor $$

In other words, the algorithm provides liveness and safety as long as not more than $\left\lfloor \frac{n-1}{3} \right\rfloor$ replica nodes are faulty. The network will move through various views as it progresses and for each view, it selects one of the nodes as the header node. The nodes can take turns to be the header node. The header for the view $v$ is denoted by $v_p$ and can be obtained as follows

$$ v_p = v \pmod{n} $$

We represent the set of replicas in a view by $S$ and identify each replica by utilizing an integer in $\{0, 1, \ldots, |S| - 1\}$. Note that there could be more than $3f + 1$ replica nodes, however, the additional replica degrades performance due to the increase in the amount of messaging without an improvement in the level of resilience. The operational steps of the conventional PBFT, which is illustrated in Fig. 1, are as follows

- The client sends a service request to the header node of the PBFT network.
- The PBFT network goes through three phases namely, the pre-prepare, prepare and commit\(^2\).
- The client waits for $f + 1$ replies from different replica nodes with the same response.

A client is an IoT device that makes a transaction or exchange information/record with other IoT devices referred to as replica nodes. The transaction are then recorded on the blockchain once consensus is reached in the consensus network.

B. Wireless PBFT Network Assumptions

In the first phase of the conventional PBFT network, the header node of the current view $v$ broadcast a pre-prepare message to the whole network. We consider that $n$ replica nodes are uniformly distributed in a circular PBFT network area with radius $R$ such that the density of the replica nodes $\lambda = \frac{n}{\pi R^2}$. Furthermore, we consider a noise-limited wireless network with all replica nodes having equal receiver sensitivity $\beta_1$. Hence, the coverage range of the header node based on the maximum long-term averaged channel power, i.e., the effect of fading is averaged out, can be expressed from [10] as

$$ R_1 = d_0 \left[ \frac{P_1 K}{\beta_1} \right]^\frac{1}{\gamma}, $$

where $P_1$ is the transmit power of the header node. The parameter $K$ is a unit-less constant that depends on the antenna characteristics and the average channel attenuation, $d_0$ is a reference distance for the antenna far field, and $\gamma$ is the pathloss exponent. All replica nodes within the header node’s coverage radius $R_1$ will receive the broadcasted pre-prepare message by the header and perform the necessary verification to ascertain the validity of the block.

Constraint 1: Given that there are $f$ faulty nodes in the PBFT network, the number of replica nodes $\pi$ within the coverage of the header node must satisfy the expression in (1). We define the coverage area of the header node within the network’s coverage as $A_1$. Hence, given the uniform distribution of the node, the constraint can be expressed as follows

$$ A_1 \lambda \geq \pi \geq 3f + 1 $$

Each replica node moves to the prepare stage once it accepts the pre-prepare, as illustrated in Fig. 1. In the prepare phase, the replica node broadcast a prepare message to the rest of the network and this include itself. Given the broadcast

\(^2\)Here we focus on the wireless communication aspect. Details of the content of the messages, clock, time and ordering in each of the phases can be found in [6].
transmission power for each replica node $P_2$, the coverage range of each replica node can be expressed as

$$R_2 = d_0 \left[ \frac{P_2 K}{\beta_1} \right]^\frac{1}{2}$$  \hspace{1cm} (5)

Note that we assume the same receiver sensitivity for the reception from the header and replica nodes’ broadcast. To move to the next phase, each replica node must wait until it has $2f$ prepare messages from different replicas that match with the pre-prepare message.

**Constraint 2:** Given $f$ faulty replica nodes in the PBFT network, for a non-faulty replica node to move out of the prepare state, it must be able to receive $2f$ prepare messages. Further, given that a node receives its own prepare message as well, a non-faulty replica node must receive the broadcast message of at least $2f - 1$ other replica nodes. Thus, given that all replica nodes have the same transmit power and receiver sensitivity, the coverage area of a non-faulty replica node $A_2$ jointly within the network and header node’s coverage must be such that

$$A_2 \lambda \geq 2f - 1 \hspace{1cm} (6)$$

Once the replica node has accepted the required $2f$ matching prepare messages it proceeds to the commit phase, as illustrated in Fig. 1. Similar to the prepare phase, the replica node broadcast a commit message to the whole network including itself. Further, each replica waits for $2f + 1$ matching commit messages from different replica nodes. We note that 1) the header node is a non-faulty node since a faulty header will warrant a change of view (i.e., selection of a new header node), 2) each replica node receives the commit message from the header node, and 3) each replica node receives its own commit message. Hence, constraint 2 also holds since each replica node must be able to receive commit message from effectively $(2f + 1) - (1 + 1) = 2f - 1$ other replicas in order to move to the next phase (i.e., reply).

Lastly, consensus is reached once the client (IoT node) has received at least $f + 1$ replies from different nodes; this is the result of the PBFT consensus method and the transaction is recorded on the blockchain.

### III. Viable Area of Wireless PBFT

The operation of wireless PBFT is limited by the coverage area of the replica nodes. In particular, we here consider that the coverage area of the header node in each view is determined by its transmit power and the replica nodes’ receiver sensitivity denoted by $P_1$ and $\beta_1$, respectively. Since replica nodes must also broadcast and receive messages as well, their coverage is bounded by their broadcast transmit power and nodes (header and other replica nodes) receiver sensitivity, i.e., $P_2$ and $\beta_1$. We can thus define the viable area in a wireless PBFT network with $n$ nodes, as the minimal area (equivalently, the minimum number of nodes) that meets the PBFT constraints listed in Section II-B. The viable area ensures that the minimum number of nodes are activated in each view of the wireless PBFT network, thus leading to significant energy savings and performance improvement.

Moreover, the viable area for a given number of faulty nodes specifies that transaction will be successful as long as $f$ is not exceeded, and thus, it can be used in blockchain system design. In this section, we first define the viable area for the simplified case where the header node of a view is located at the center of the PBFT network’s coverage area with radius $R$. We later extend this to the case where the header node is randomly located within the network’s coverage area.

#### A. Header Node Located at the Origin

The viable area in a wireless PBFT network must satisfy constraints 1 and 2 defined earlier. Hence, given that the header node is located at the origin, there exists a viable area with radius $R_1$ such that at least $\pi R_1^2 = 3f + 1$ replica nodes are within the area. Furthermore, a replica node located at the edge of the viable area must have at least $2f - 1$ replica nodes within its coverage which are jointly in the coverage of the header node. In Fig. 2, the header node is located at the origin $(0,0)^3$ and its coverage area $R_1$ is adjusted to $R_1$, such that the average number of nodes in the coverage area $\pi R_1^2 \geq \pi$ (i.e., all green and vertically-stripped blue nodes). Furthermore, replica nodes located at a distance $R_1$ from the header node must have an average of $2f - 1$ other replica nodes within its coverage which are jointly in the coverage of the header node (i.e. the green replica nodes). Note that all replicas located at a radial distance less than $R_1$ will also meet this condition.

In order to obtain and define the viable area, we rely on the expressions in equations (3)-(6) and note the relationship between the coverage radius and the transmit power for a given fixed pathloss exponent and receiver sensitivity. We set the objective function on minimizing the sum of the broadcast transmit power of the header node and a typical replica node located at the edge of the viable area while satisfying all the defined constraints. The objective function is defined as follows

$$\text{minimize} \quad P_1 + P_2 \hspace{1cm} (7)$$

Fig. 2: Viable area of PBFT network with the header located at the origin.

3We define the origin as the centre point of the PBFT network coverage area.
Note that $P_2$ is the broadcast transmit power of a typical replica node on the edge of the viable area. From (3), (4) and the fact that $A_1$ is a circular coverage area with radius $R_1$, we can define the first constraint as follows

$$\lambda \pi \kappa P_1^{\frac{2}{\gamma}} > 3f + 1$$

(8)

where $\kappa = \alpha d_0^2 \left( \frac{\kappa}{\omega} \right)^\frac{2}{\gamma}$. Furthermore, noting that the area $A_2$ required for the second constraint is the intersecting area based on selecting $P_1$ and $P_2$, we can define the coverage area that satisfies constraint 2 as follows

$$\kappa P_2^\frac{2}{\gamma} \sin^{-1} \left( \frac{y(P_1, P_2)}{\omega P_1^\frac{2}{\gamma}} \right) + \kappa P_1^\frac{2}{\gamma} \sin^{-1} \left( \frac{y(P_1, P_2)}{\omega P_2^\frac{2}{\gamma}} \right)$$

(9)

$$-y(P_1, P_2) \left( \frac{\omega P_1^\frac{2}{\gamma}}{2P_1^\frac{2}{\gamma}} + \sqrt{\kappa P_1^\frac{2}{\gamma} - \kappa P_2^\frac{2}{\gamma} + \frac{\kappa P_2^\frac{2}{\gamma}}{4P_1^\frac{2}{\gamma}}} \right) > 2f - 1$$

where $\omega = \sqrt{\kappa}$, $y(P_1, P_2) = \sqrt{\kappa P_1^\frac{2}{\gamma} - \kappa P_2^\frac{2}{\gamma} + \frac{\kappa P_2^\frac{2}{\gamma}}{4P_1^\frac{2}{\gamma}}}$.

Other constraints required for defining the viable area in wireless PBFT include limiting the transmit power of the header node and replica nodes. Here, we set the maximum transmit power of the header node $P_{1,\text{max}} = \left( \frac{R_1}{\gamma} \right)^\frac{2}{\gamma}$ to ensure that all replica nodes in the network’s coverage area can be served by the header node when such is required. The replica node’s maximum transmit power is a network defined parameter which is set to $P_{2,\text{max}} = \alpha P_{1,\text{max}}$, where $\alpha > 1$. Hence, we set the following constraints

$$0 \leq P_1 \leq P_{1,\text{max}}$$

$$0 \leq P_2 \leq P_{2,\text{max}}$$

(10)

Consequently, the optimization problem with the objective function defined in (7) and constraints defined in (8)-(10) can be solved by using a classic method such as the interior-point method [11], which is integrated into the “fmincon” Matlab function. We denote the optimization results as $P_1^*$ and $P_2^*$.

**Constraint 3:** The last phase of the PBFT network requires that the client must have at least $f + 1$ response from the committed replica nodes. Hence, given that the number of replica nodes in the viable area is defined by the header’s transmit power $P_1^*$, we can define the minima area $A_3$ (equivalently the minimum number of replicas) within the viable area required for successful implementation of the replicas response as

$$A_3 \lambda \geq f + 1$$

(11)

Here, we estimate the minimum transmit power for the replica nodes to satisfy this requirement given that all replica nodes transmit with the same power. Fig. 3 illustrates our approach for obtaining the minimum replica node transmit power $P_c$ for achieving the client reply. The client could be located within or outside the coverage area of the PBFT network’s coverage. As shown in Fig. 3, we define a circular area with radius $R_c$ centered at the client node location such that its intersecting area with the viable coverage area (defined with the header node transmit power $P_1^*$) is equivalent to $A_3$. Given the client’s receiver sensitivity $\beta_2$, we can obtain the minimum transmit power $P_c$ from constraint 3 defined in (11) by transposing $R_c$ and solving the expression below

$$-y(P_c) \left( \frac{\pi P_c^{\frac{2}{\gamma}} - a_1 + d_1^2}{2d_1} + \sqrt{a_1 - \pi P_c^{\frac{2}{\gamma}} + \left( \frac{\pi P_c^{\frac{2}{\gamma}} - a_1 + d_1^2}{2d_1} \right)^2} \right)$$

$$+ \pi P_c^{\frac{2}{\gamma}} \sin^{-1} \left( \frac{y(P_c)}{\omega P_c^{\frac{2}{\gamma}}} \right) + a_1 \sin^{-1} \left( \frac{y(P_c)}{\sqrt{a_1}} \right) = \frac{f + 1}{\lambda}$$

(12)

where $\pi = d_0^2 \left( \frac{\kappa}{\beta_2} \right)^\frac{2}{\gamma}$, $\omega = \sqrt{\kappa}$, $a_1 = \pi P_1^* \frac{2}{\gamma}$, $y(P_c) = \sqrt{\pi P_c^{\frac{2}{\gamma}} - \left( \frac{\pi P_c^{\frac{2}{\gamma}} - a_1 + d_1^2}{2d_1} \right)^2}$, $d_1$ is the distance between the client and the header node. The minimum replica node transmit power for successful reply to the client can be obtained from (12) with the use of a linear search method such as the Newton-Raphson method.

**B. Header displaced from the origin**

The case where the header node is displaced from the origin is illustrated in Fig. 4. In this scenario, the viable area must as well meet the conditions defined in constraints 1 and 2. As illustrated in Fig. 4, there exists a viable area that is defined based on the intersection of the coverage area of the header node and the PBFT network coverage area. The viable area is defined by adjusting the header’s coverage radius $R_1$ such that its intersecting area with the PBFT coverage is such that the number of replica nodes within the area exceeds $\pi$ (all green and vertically-stripped blue nodes). Furthermore, the header node on the edge of the viable area must always satisfy constraint 2, i.e., $A_2 \lambda > 2f - 1$. It can be shown mathematically that the minimum of $A_2$ over the viable area is achieved at the two intersecting points of the PBFT and the header nodes coverage if such exists, i.e., $h_1$ and $h_2$. Otherwise, the solution defined for the case with the header node located at the origin holds. In the following, we define
the optimization function required for defining the viable area when the header node is not located at the origin. The objective function is as defined in (7). From (3), (4) and the fact the PBFT network nodes are uniformly distributed in a circular area with radius $R$, we can define the header node radius $\overline{R}_1$ that satisfy the first constraint as follows

$$-y(P_1) \left( \frac{a_2 - \kappa P_1^{\frac{2}{d_1}}} {2d_1} + \sqrt{\kappa P_1^{\frac{2}{d_1}} - R^2 + \left( \frac{a_2 - \kappa P_1^{\frac{2}{d_1}}} {2d_1} \right)^2} + R^2 \sin^{-1} \left( \frac{y(P_1)}{R} \right) + \kappa P_1^{\frac{2}{d_1}} \sin^{-1} \left( \frac{y(P_1)}{\omega P_1^{\frac{2}{d_1}}} \right) > 3f + 1 \right)$$

(13)

where $y(P_1) = \sqrt{R^2 - \left( \frac{a_2 - \kappa P_1^{\frac{2}{d_1}}} {2d_1} \right)^2}$, $a_2 = R^2 + d_1$, $d_2$ is the distance between the view’s header node and the origin. Furthermore, the area $A_2$ for satisfying the second constraint is based on selecting $P_1$ and $P_2$ such that the number of replica nodes in each of the shaded portions in Fig. 4 exceeds $2f - 1$. Note that points $h_1$ and $h_2$ are identical in terms of the area of the shaded portion attained. In addition, moving in any direction from either point leads to an increase in the coverage overlap area of a replica node located on the edge of the viable area. Hence, any replica node that is located on the edge of the viable area will satisfy the second constraint. The shaded area has a shape referred to as the circular triangle whose closed-form expression is given in [12]. We thus define the area as a function of the header and replica node’s transmit power in (14) shown on the top of the next page. Similar to the case with the header located at the origin, the optimization can also be solved by using the “fmincon” Matlab function.

In addition to power optimization, the expressions in (7)-(9) and (13)-(14) can be used to check if we can have a successful transaction with wireless PBFT network and also in the designing the network (e.g. determining the coverage range of the consensus network, i.e., $R$).

![Fig. 4: Viable area of PBFT network with randomly located header node.](image)

![Fig. 5: Effect of the number of faulty nodes on the header and replica nodes transmit power, $\lambda = \frac{1}{1000}$ nodes/m².](image)

![Fig. 6: Effect of the number of faulty nodes on the header and replica nodes transmit power, $\lambda = \frac{N}{1000}$ nodes/m², $N = 811, 1000$.](image)

### IV. Numerical Results

In this section, we present some numerical results to illustrate our analytical findings. The system parameters are as follows: $K = 1$, $d_0 = 1$, $\beta_1 = -84.5$ dBm, $\beta_2 = -84.5$ dBm, $\gamma = 4$ and $\alpha = 10$. Furthermore, replica nodes are uniformly distributed within the wireless PBFT networks circular coverage area with density $\lambda = \frac{1}{1000}$ nodes/m². We set the PBFT coverage radius $R = 1000$ m and show results for the case where the header is located at the origin.

In Figs. 5 and 6, we plot the header’s broadcast transmit power $P_1^*$, which corresponds to the viable area with radius $\overline{R}_1$, for a varying number of faulty replica nodes $f$. The broadcast transmit power $P_1^*$ must be utilized by the header node in all the PBFT phases, i.e. pre-prepare, prepare and commit phases. Furthermore, we also plot the corresponding broadcast transmit power $P_2^*$ of a replica node located on the edge of the viable area. The header node and replica nodes must transmit with at least $P_1^*$ and $P_2^*$, respectively, for a successful wireless PBFT operation. Utilizing $P_1^*$ and $P_2^*$ for the header node and replica nodes, respectively, ensures
implemented over the wireless network. We first reviewed the normal PBFT protocol and presented its framework over the wireless channel while taking the protocols implementation constraints into consideration. Then we define the viable area of the wireless PBFT networks in terms of the number of faulty replica nodes \( f \), number of replica nodes in the network \( n \), header/replica node transmit power and receiver sensitivity, and the pathloss components. The viable area achieves liveliness and safety for the wireless PBFT network with the minimum number of replicas and minimum broadcast transmit power and thus results in significant energy savings. As an application of the viable area of wireless PBFT, we analyzed the minimum replica node transmit power required to achieve a successful response to the IoT client. Numerical results show that contrarily to the normal PBFT whose performance is bounded by \( 3f + 1 \), the wireless PBFT is further bounded by the maximum broadcast transmit power.

\[
\frac{1}{4}(c_1 + c_2 + c_3)(c_2 + c_3 - c_1)(c_1 + c_4 - c_2)(c_1 + c + 2 - c_3) + \sum_{k=1}^{2} \left( \frac{\kappa P_k^3 \sin^{-1} \frac{c_k}{2\omega P_k^2}}{\omega P_k^2} - \frac{c_k}{4} \sqrt{4\kappa P_k^2 - c_k^2} \right) + R^2 \sin^{-1} \frac{c_3}{2R} - \frac{c_3}{4} \sqrt{4R^2 - c_3^2} > 2f - 1
\]

(14)

where \( c_i(P_1, P_2) \forall i \in 1, 2, 3 \) are the three cord lengths of the circular triangle defined in [12] for a fixed PBFT network with replica nodes distributed in a circular area with radius \( R \).

**Fig. 7:** Effect of the number of faulty nodes on the replica transmit power during the reply phase, \( \lambda = \frac{1}{1000} \text{ nodes/m}^2 \).

significant energy savings without sacrificing the reliability of the PBFT network. It can be seen from Figs. 5 and 6 that increasing the number of faulty nodes leads to an increase in the replica and header nodes transmit power. This is because the number of nodes in the coverage of the header and replica nodes must increase in order to guarantee the safety and liveliness of the PBFT network and hence the increased transmit power. Moreover, increasing the number of replica nodes for a fixed number of faulty nodes \( f \) leads to a reduction in the transmit power of both the header and replica nodes as long as \( N > 3f + 1 \). Fig. 6 further shows that the transmit powers of the header and replica nodes are bounded by either the maximum transmit power \((P_1^{\text{max}} \text{ or } P_2^{\text{max}})\) or the number of faulty nodes reaching \( \frac{N-1}{3} \).

In Fig. 7, we plot the minimum transmit power \( P_c \) required by the replica nodes to send their reply message to a client located at a distance \( d_1 \) away from the header node. It can be seen that increasing the number of faulty nodes leads to an increase in transmit power required by the replica nodes for sending the reply message to the client. Moreover, the transmit power far exceeds the broadcast transmit power used by the replica nodes during the pre-prepare, prepare and commit phases of the wireless PBFT network.

**V. CONCLUSIONS**

In this paper, we investigated the performance of the Practical Byzantine Fault Tolerance (PBFT) protocol when