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Comparison of Discrete Velocity Method and Gas-Kinetic Method for Binary Gas Mixtures

B. N. Todorova* and R. Steijl †
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The formulation of computationally efficient methods describing gas mixtures at kinetic level suitable for demanding aerospace applications presents significant challenges. In this work, we contribute a gas-kinetic scheme for binary gas mixtures in which the kinetic model is capable of recovering, in the continuum limit, the correct heat transfer, mixture viscosity as well as species diffusion. The model accounts for separate species-mean velocity such that the species diffusion and velocity drift are accurately represented. The main goal is to derive a numerically efficient GKS method which has the ability to accurately model species diffusion and velocity drift, such that two-species Navier-Stokes equations are recovered with the correct Prandtl number. The paper compares the solutions of the underlying kinetic model obtained using the GKS method and the discrete-velocity method (DVM). The limitations of the GKS for different flows and different levels of thermodynamic non-equilibrium are examined. Supersonic flows with varying species mass ratios, concentrations and Knudsen number are investigated. For the cases considered a good agreement is observed, showing that the developed GKS method provides a valuable approach for modeling these challenging flows. Also, the reduction in required CPU time for the GKS relative to DVM is shown to be significant.

Nomenclature

Latin Symbols:

\( a \) = spatial derivative of the Maxwellian distribution function
\( A \) = temporal derivative of the Maxwellian distribution function
\( A_{12}^* \) = non-dimensional coefficient
\( d_1 \) = diameter of the atom taken as a sphere
\( f \) = gas distribution function
\( f^M \) = Maxwellian gas distribution function
\( f_s^0 \) = initial non-equilibrium gas distribution function
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\( f_{s}^{eq} \) = time-dependent equilibrium gas distribution function

\( f_{s}(x_{j+\frac{1}{2}}, t, u_{i}) \) = time-dependent gas distribution function at cell face

\( F_{j+\frac{1}{2}} \) = numerical flux of macroscopic variables at cell face

\( g \) = equilibrium gas distribution function

\( g_{s}^{sh} \) = Shakhov equilibrium gas distribution function

\( G_{s} \) = Modified Maxwellian distribution function per species \( s \)

\( G_{s}^{sh} \) = Shakhov Modified distribution function per species \( s \)

\( k \) = Boltzmann's constant

\( Kn \) = local Knudsen number

\( L_{ref} \) = characteristic length

\( m \) = molecular mass

\( m_{mix} \) = mass of the gas mixture \( m_{mix} = \rho / n \)

\( m_{2}/m_{1} \) = mass ratio between species 2 and 1

\( M \) = free stream Mach number

\( n \) = gas number density

\( n_{s} \) = species number density

\( n_{1}/n \) = concentration of light species in the gas mixture

\( p \) = pressure

\( Pr \) = Prandtl number

\( q_{x} \) = heat flux in the x-direction

\( q_{x}^{corr} \) = species heat flux correction

\( Q_{s} \) = collision term per species \( s \)

\( S_{s} \) = species source term in continuum flow

\( t \) = time

\( T \) = gas temperature

\( \hat{T} \) = modified gas temperature

\( T_{ref} \) = reference gas temperature

\( u, v, w \) = molecular velocity components

\( u_{0} \) = mean gas velocity

\( u_{s} \) = species mean velocity

\( u_{s}^{(g)} \) = modified species velocity

\( W_{j} \) = conserved macroscopic variables
Greek Symbols

\[ \beta = \text{mass ratio between species } m_2/m_1 \]
\[ \epsilon = \text{small parameter in the Chapman-Enskog analysis} \]
\[ \eta = \text{relaxation parameter, equalizing the species mean velocities} \]
\[ \lambda_{\text{ref}} = \text{reference mean free path} \]
\[ \mu = \text{gas viscosity} \]
\[ \mu_{\text{ref}} = \text{reference gas viscosity} \]
\[ \nu = \text{collision rate} \]
\[ \omega = \text{coefficient in viscosity power law model} \]
\[ \rho = \text{gas density} \]
\[ \tau_{\text{ref}} = \text{collision relaxation coefficient } \tau_{\text{ref}} = 1/\nu \]
\[ \Psi_s = \text{species invariants} \]

Subscripts and superscripts

\( (s) = \text{species variables} \)
\( (j) = \text{cell} \)
\( (n) = \text{time step} \)

I. Introduction

The flowfield around a hypersonic vehicle contains both continuum and rarefied regions with strong gradients of the macroscopic variables. In addition, thermal and chemical non-equilibrium processes can occur, depending on the conditions encountered. The thermodynamic and thermo-chemical non-equilibrium processes require a multiple-species formulation for the gas. Examples of flows where these phenomena occur include strong shocks causing variable species concentrations even in flows without chemical reactions, by effectively separating within the shock the heavier from the lighter species in the gas mixture. Furthermore, dissociation and recombination reactions will occur in many high-enthalpy applications, leading to gradients in species concentrations and therefore a need to model species diffusion accurately. Such multi-scale problems require a detailed description of the physics, e.g. governed at the level of kinetic theory. The general governing equation for kinetic modeling for gas flows is the Boltzmann equation [1]. Because of the complexity and computational overhead involved in solving this equation, mainly as a result of the complex particle collision term, a number of well-known model equations have been developed, e.g. BGK [2], Shakhov [3], ES [4]. In rarefied gas dynamic simulations, the Direct Simulation Monte Carlo (DSMC) method [5] is widely used and statistically approximates solutions to the Boltzmann equation. An alternative approach involves deterministic
methods based on discretization of the phase space. These Discrete Velocity Methods (DVM) \cite{6} require significant computational resources and for the vast majority of aerospace applications involving hypersonic and rarefied flows are not feasible. The DSMC method, however, loses efficiency and potentially also accuracy for reduced mean speeds in the considered flow as well as for increasing densities. Therefore, for flows in the transitional regime between rarefied and continuum, particular challenges exist for CFD methods.

The present work considers gas-kinetic methods for the simulation of binary mixtures of monoatomic gases in the continuum as well as moderately rarefied conditions. The main aim was to obtain sufficient physical detail and accuracy, while achieving computational efficiency, enabling engineering simulations of realistic aerospace applications, including hypersonic, high-altitude flight of hypersonic cruise vehicles and spacecraft. This work builds on previous work by the authors in developing GKS methods for single-species diatomic gas flows\cite{7} and forms a first stepping stone to a GKS method for (chemically-reacting) diatomic gas mixtures.

The gas-kinetic BGK scheme was introduced by Xu and Prendergast \cite{8,9} and provides an alternative solution methodology as compared to more conventional approximate Riemann-solver based finite-volume CFD methods. The main difference is in the flux computation, which is obtained from the integration of the time-dependent gas distribution function at a cell face. This gas distribution function follows from a cell-face local kinetic problem constructed from local continuum flow variables. The GKS is based on BGK models and recovers the Navier-Stokes equations in the continuum limit. As originally introduced, GKS methods were Navier-Stokes solvers, and more recently the GKS approach has been extended by a number of authors, e.g. \cite{7,10,11}, with a capability to resolve thermal non-equilibrium and flow rarefaction effects. The strength of the gas-kinetic scheme lies in its capability to include the effect of collisions introducing a multi-scale effect which is missing in more commonly-used Navier-Stokes schemes. Moreover, due to their nature, gas-kinetic schemes can predict flow fields with a certain degree of rarefaction, enabling the computational analysis of a wide range of high-speed flows from the continuum to the rarefied regime without having to rely on different numerical methods. For simulation of flows covering a wide range of rarefaction, Xu and co-workers introduced the UGKS method \cite{12,13}, more recently extended to diatomic gas flows with rotational relaxation\cite{14} and vibrational and rotational relaxation\cite{15}. The computational overhead of the UGKS is however similar to that of a DVM approach and therefore, despite the capabilities of the UGKS methodology, further work in the development of more computationally efficient methods is still an active line of research, e.g. \cite{7,16,17}.

Xu introduced a multicomponent gas-kinetic scheme \cite{18} based on an inviscid gas-kinetic BGK scheme with common mean velocity and temperature. This model was extended to a chemically reacting mixture \cite{19} and more recently to a fourth order multi-species GKS \cite{20} in order to overcome the numerical dissipation caused by the lower order method. A unified gas-kinetic scheme \cite{21} has been constructed for a gas mixture, based on the single-BGK-operator model\cite{22}, capable of recovering one transport coefficient correctly. Wang and Xu \cite{21} validate the scheme by inspecting a shock structure under different conditions and the micro channel problem and suggest that some of the discrepancies in the
results are due to the selected mixture kinetic model. Most recently a discrete unified gas kinetic scheme (DUGKS) for a binary mixture [23] has been developed, again based on the single-BGK-operator model [22]. The DUGKS possesses all the advantages and shows excellent agreement with the UGKS, while being computationally more efficient. As outlined in that paper, a limitation in both UGKS and DUGKS is connected with the chosen kinetic model that has only one correct transport coefficient in the continuum limit. Very recently the McCormack method was applied with the DUGKS [24] in order to overcome this disadvantage. All transport coefficients are correctly fitted, but the method itself introduces a restriction on the level of non-equilibrium in the flow. Clearly, there is a need for further improvements of the kinetic models, as well as the numerical schemes for gas mixtures.

In the present work, the limitations of these previous works are overcome with a novel kinetic model which accurately represents (qualitatively as well as quantitatively) the mixture viscosity, heat transfer as well as species diffusion [25,26]. In this previous work the kinetic model is shown to have the correct thermal conductivity expression and Prandtl number for the gas mixture [25]. In [26] the model is numerically tested and validated with results from the full Boltzmann equation [27] and DSMC [28]. A key benefit of the model is the corrected thermal conductivity in the heat flux and in [26] this is numerically demonstrated. The heat flux of the gas mixture matches closely with the results for the heat flux of the Boltzmann equation. The key contribution of the present work is a new GKS method based on this kinetic model with an important advantage over previous mixture GKS methods. First, the current method employs separate species-mean velocities such that species diffusion and velocity drift are accurately represented. Secondly, the GKS method presented here has the correct transport properties in the continuum limit, including the recovery of the correct Prandtl number. This GKS method captures detailed level of physics in non-equilibrium flows that normally require more detailed and computationally demanding approaches, e.g. DSMC or discrete-velocity methods (DVM) for moderate levels of rarefaction of the flow. A key aspect of the GKS approach is the computational efficiency together with the level of non-equilibrium in mixture flows that can be accurately resolved. The second part of this paper addresses this question using a detailed comparison between the new GKS and DVM solutions based on the new kinetic model.

The paper begins with the discrete velocity method and the gas kinetic scheme procedures and outlines the main differences between the two solution processes. A brief review of kinetic theory, the Boltzmann and model equations, followed by a discussion of the recently introduced kinetic model [25] follows in section III. Then, the GKS method development and its formulation are introduced in section IV. For the binary mixture kinetic model, a number of sample solutions, obtained using the discrete velocity method (DVM) and the new GKS methods are presented in section V. A detailed comparison is shown where the DVM results represent a benchmark for the GKS. The complex flow physics occurring in a normal shock in a binary mixture is considered to highlight the species diffusion and velocity drift effects and their dependencies on the species atomic mass ratios and concentration. A two-dimensional flow over a flat plate is also studied for different flow conditions, where strong non-equilibrium effects of interest occur particularly around
the leading edge of the plate. The key advantage of the GKS is the computational efficiency of the scheme, which is discussed in detail for the presented baseline test cases. Finally, Section VI. summarizes key findings and future work.

II. DVM vs GKS

In this section the procedure of the discrete velocity method (DVM) and the gas kinetic scheme (GKS) are summarized. Figures 1(a) and (b) demonstrate how each of the schemes is formulated for a one dimensional flow. In the DVM approach used here, the phase(velocity)-space is discretized using a uniform Cartesian mesh. In each cell of the space mesh, this velocity-space is used to define discretized non-equilibrium and equilibrium distribution functions. For each of these velocities, the numerical flux of the non-equilibrium distribution function through each cell face is computed to represent the convection part of the kinetic Boltzmann equation. The discretized non-equilibrium and equilibrium distribution functions in each cell center are used to evaluate the collision term based on the BGK approximation. In each time step, the convection and collision effects create a modified non-equilibrium distribution function, from which the corresponding continuum quantities are obtained from taking moments in velocity space. Finally, an updated equilibrium distribution function is created based on these continuum quantities in each cell center. Both the number of velocities and the bounds of the velocity space depend on the problem and increase drastically for 2D and 3D problems. The process of the gas kinetic scheme is completely different. The main idea of the gas kinetic scheme is to avoid the storage of the non-equilibrium and equilibrium distribution function in each cell center as well as the need to take numerical moments of discretized non-equilibrium distribution functions. Instead, updates of the continuum quantities in each cell center are obtained directly by a finite-volume scheme using fluxes of the conserved variables. The evaluation of fluxes consists of constructing the distribution function from the macroscopic variables and its gradients, expressing the flux of the function with a Chapman-Enskog expansion and then taking moments to receive the analytical expression for the flux of conserved variables. In Fig 1(b), the box drawn around the considered cell face represents this reconstructed kinetic solution. The moments of the locally-constructed kinetic solution are evaluated analytically. This means that this kinetic solution is not actually stored and that the flux evaluation consists in evaluating the analytical solutions derived for these moments. The GKS solver resembles a continuum solver in its structure and also in its computational expense.

Since the gas-kinetic scheme is based on the first-order in Knudsen number Chapman-Enskog expansion, only small to moderate levels of rarefaction can be modeled. This limitation will be explored in the numerical section. The first order expansion also means that the current scheme reduces to the Navier-Stokes equations in the hydrodynamic limit. At the same time the scheme allows to model beyond the capabilities of a continuum solver in regions of strong thermodynamic non-equilibrium and provides a method to connect microscopic behavior to macroscopic quantities.
III. Kinetic Model

The Boltzmann transport equation is a fundamental equation of molecular dynamics and is capable of modelling gas flows and mixtures with different rarefaction levels— from continuum to free molecular regime. It examines the rate of change of the distribution function with respect to time and position by accounting for the collision processes that take place [29]. Crucial properties of the Boltzmann equation include the conservation of properties like mass, momentum and energy during collisions, entropy dissipation and collision equilibria. However, the computational cost associated with a direct discretization and solutions of the Boltzmann equation make this approach impossible to apply for the vast majority of practical problems in aerospace engineering. Instead, relaxation model equations, simplifying the collision integral have been introduced.

Many practical applications in high-speed and rarefied gas dynamics require the evaluation of flow comprised of more than one gas. The extension of a BGK-style relaxation model to a mixture of gases is a challenging task and the well-known disadvantage of recovering a unit Prandtl number (while $Pr = 2/3$ for monoatomic gas) is still present. Viscosity, heat conduction and mass diffusion coefficients are three of the transport coefficients in a multi-species gas. Single relaxation BGK models [22] can recover only one correctly. Groppi, Monica and Spiga’s [30] drift velocity relaxation term facilitates fitting two transport coefficients. We have extended that model with a Shakhov-type [3] correction and managed to recover the qualitative, but also quantitative values of three transport coefficients. The
correct hydrodynamic limit is recovered in the new Shakhov-based mixture kinetic model, which is detailed in [25] and summarized in this section. In the following, a quasi one-dimensional flow is considered, with molecular motions in all three coordinate directions, and with a macroscopic gas motion and gradients only in the $x$-direction. For a binary gas mixture the governing equation is per species $s = 1, 2$ (Eq. (1)) and the simplified collision operator $Q_s$ involves the Shakhov-based mixture distribution function $G_{sh}^s$ and a common collision rate $\nu$.

$$\frac{\partial f_s}{\partial t} + u \frac{\partial f_s}{\partial x} = Q_s ; \quad Q_s = \nu(G_{sh}^s - f_s) ; \quad s = 1, 2,$$

(1)

where the common collision rate is defined by the gas mixture properties: the pressure $p$ and viscosity $\mu$ based on the mixture temperature $T$, such that $\nu = p/\mu$. In the numerical simulations the power-law viscosity is used and the molecular potential is defined by the value of $\omega$ in $\mu = \mu_{ref} \left( \frac{T}{T_{ref}} \right)^\omega$. The reference viscosity $\mu_{ref}$ is taken for a smooth, rigid, elastic sphere [1] with diameter $d_1$ and mass of the mixture $m_{mix} = \rho/n$ as:

$$\mu_{ref} = \frac{5}{16d_1^2} \sqrt{\frac{km_{mix}T}{\pi}},$$

(2)

while $T_{ref}$ is the initial gas mixture temperature. The same reference values and non-dimensionalization procedure is followed as in [25].

From the species macroscopic variables, the overall gas mixture properties are obtained as shown in Eq. (3) and Eq. (4):

$$\sum_{s=1}^{2} n_s = n ; \quad \sum_{s=1}^{2} \rho_s = \rho ; \quad \sum_{s=1}^{2} \rho_s u_s = \rho_0 u_0 ; \quad \sum_{s=1}^{2} \rho_s (u_s - u_0)^2 = \sum_{s=1}^{2} \rho_s |u_s|^2 - \rho |u_0|^2;$$

(3)

$$\frac{3}{2}nkT = \sum_{s=1}^{2} \frac{3}{2} n_s kT_s + \frac{1}{2} \sum_{s=1}^{2} \rho_s (u_s - u_0)^2.$$

(4)

The target equilibrium distribution function in the collision term is defined as:

$$G_{sh}^s = n_s \left( \frac{m_s}{2\pi kT} \right)^{3/2} \exp \left[ - \frac{m_s}{2kT} \left( u - u_{sh}^s \right)^2 + v^2 + w^2 \right] \ast \left\{ 1 + \frac{2(1 - Pr)(u - u_{sh}^s)q_{corr}^s}{5p_s kT/m_s} \left[ m_s \left( u - u_{sh}^s \right) + v^2 + w^2 \right] - \frac{5}{2} \right\},$$

(5)

with species pressure $p_s$ defined as, $p_s = \rho_s kT/m_s = n_s kT$, and a heat flux correction $q_{corr}^s$, integrated with the species
velocities $u_s$:

\[
\int_{-\infty}^{\infty} m_s (u - u_s) \frac{1}{2} ((u - u_s)^2 + v^2 + w^2) \left( G_{sh}^s - \frac{\epsilon}{\nu} \left( \frac{\partial f_M}{\partial t} + u \frac{\partial f_M}{\partial x} \right) \right) du = -\epsilon \frac{5}{2} k n_s kT \frac{\partial T}{\partial x} + (1 - Pr) q_{corr}^s + O(\epsilon^2),
\]

(6)

where $\epsilon$ is the small parameter (related to the Knudsen number) used in the Chapman-Enskog (CE) analysis. A modified species mean velocity $u_s^{(g)}$ is introduced that differs from the local species mean velocity as well as mixture velocity. Furthermore, a modified temperature $\hat{T}$ is introduced, common for both species, and different from the mixture temperature $T$. Based on these modified gas properties used in the equilibrium distribution function, the model can recover the correct species diffusion, viscosity and heat conduction coefficients in the continuum limit. Introducing the collision terms, evaluating the integrals and combining with the moment conservation equation, the species velocity in the distribution function $G_{sh}^s$ is expressed from local species velocity and the average gas mixture velocity:

\[
u_s^{(g)} = \left( 1 - \frac{\eta}{\nu} \right) u_s + \frac{\eta}{\nu} u_0.
\]

(8)

From the energy conservation, the modified temperature is in the form:

\[
\hat{T} = T - \frac{1}{3nk} \sum_{s=1}^{2} \rho_s (u_s^{(g)} - u_0)^2 = T - \frac{1}{3nk} \left( 1 - \frac{\eta}{\nu} \right)^2 \sum_{s=1}^{2} \rho_s (u_s - u_0)^2.
\]

(9)

The expressions for $u_s^{(g)}$ and $\hat{T}$ depend on the macroscopic velocities and temperatures of the species and the gas mixture, but also on the relaxation parameters $\nu$ and $\eta$. The $\nu = p/\mu$ parameter is related to the governing equation (Eq. (1)) and $\eta$ is introduced by Groppi et al. [30] as a constraint on the species velocity equalization:

\[
\frac{1}{n_1} \int_{-\infty}^{\infty} u Q_1 du - \frac{1}{n_2} \int_{-\infty}^{\infty} u Q_2 du = -\eta (u_1 - u_2).
\]

(10)

In practical applications the two relaxation coefficients $\nu$ and $\eta$ are related to the viscosity and diffusion coefficients respectively. The derivation of the $\eta/\nu$ expression is shown in [25] and results in:

\[
\frac{\eta}{\nu} = \frac{5}{3} \frac{1}{(m_1 + m_2) A_{12}' n},
\]

(11)

where $A_{12}'$ is a non-dimensional coefficient and for noble mixtures a good approximation for $A_{12}'$ is $A_{12}' = 1.11$ [31].

Note that the indifferentiability principle, described by Garzo et al. [32], requires the Shakhov-based model for species to reduce to a single-species Shakhov model when the species are identical. This means that for the same
masses \((m_1 = m_2)\) the sum of the distribution function \(G_s^{Sh}\) should lead to a distribution function \(G\) that satisfies the single-species Shakhov model \([3]\), where \(G = \sum_s G_s^{Sh}\). A necessary assumption \([33]\) is that \(u_s = u_0\) for all species \(s\). It follows from Eq. \(6\) and Eq. \(9\) that \(u_s = u_0 = u_s^{(s)}\) and \(T = \hat{T}\). Under these conditions the sum over \(s\) for the distribution function \(G_s^{Sh}\) in Eq. \(6\) leads to a single-species distribution function \(G(n, m, u_0, T)\). This means that for the same properties of the two species the binary-mixture model satisfies the indistinguishability principle and recovers the single-species Shakhov-model. Note also that numerically for \(m_1 = m_2\) there is no mechanism to separate the two species from each other under the same initial conditions.

Based on the described novel kinetic model, a gas kinetic scheme is developed.

### IV. Development of a Gas-kinetic Scheme

#### A. Governing Equations

In this section, the gas-kinetic scheme for a well-resolved flow is presented, based on the newly developed mixture model \([25]\) and the original gas-kinetic BGK scheme \([8-10]\). It is important to note that unlike a single species gas, momentum and energy are conserved only for the gas mixture. This means that the species momentum equations will return a source term \(S_s\). The source term is created due to the difference between species velocities, which is of order \(O(\epsilon)\) and therefore disappears, if the gas-kinetic scheme reduces to the equivalent Euler equations. However, the presented GKS is derived for viscous flow and therefore \(O(\epsilon)\) terms are included. Separate species momentum equations are used which include source as defined previously. The species conservation, species momentum and total energy continuum equations are in the form (Eq. \(12\)-(14)):

\[
\frac{\partial n_s}{\partial t} + \frac{\partial}{\partial x} \left( n_s u_0 - \epsilon \frac{kT}{n_s m_s} \left[ \frac{1}{2} \frac{\partial n_s}{\partial x} - \frac{n_s}{\rho_s} \frac{\partial n}{\partial x} + \frac{n_s}{\hat{T}} \frac{1}{m_s} \frac{\partial T}{\partial x} \right] \right) = 0, \tag{12}
\]

\[
\frac{\partial (\rho_s u_s)}{\partial t} + \frac{\partial}{\partial x} \left[ n_s k\hat{T} + \rho_s u_0^2 - 2 \rho_s u_0 (u_0 - u_s) + \left( 1 - \frac{\eta}{\nu} \right)^2 (u_0 - u_s)^2 - \mu \left( \frac{4}{3} \frac{\partial u_0}{\partial x} \right) \right] = \nu \rho_s \left( \frac{\eta}{\nu} \right) (u_0 - u_s), \tag{13}
\]

with viscosity coefficient \(\mu = (\epsilon/\nu)nkT\). As expected, the right-hand side of Eq. \(13\) results in a source term \(S_s\) for each species. The summation of the source terms over all species goes to zero, which confirms that the system is conservative for the mixture. The energy equation for the gas mixture is in the form:

\[
\frac{\partial}{\partial t} \left[ \frac{3}{2} nkT + \frac{1}{2} \rho u_0^2 \right] + \frac{\partial}{\partial x} \left[ \sum_{s=1}^{2} m_s n_s \left[ \frac{5}{2} \frac{kT}{m_s} u_0 + \frac{1}{2} u_0^3 + \left( \frac{5}{2} \frac{kT}{m_s} + \frac{3}{2} u_0^2 \right) (u_0 - u_s) \right] \right] - \epsilon \frac{kT}{\nu} \sum_{s=1}^{2} \left[ \frac{4}{3} n_s u_0 \frac{\partial u_0}{\partial x} + \frac{1}{Pr} \left( \frac{k}{m_s} \frac{\partial T}{\partial x} \right) \right] = 0. \tag{14}
\]
B. Cell Face Distribution Function

The mathematical development of the GKS concerns with the evolution of the species distribution function at a cell face. In the following, a quasi-1D flow is considered. The numerical fluxes for a cell face \((j + 1/2)\) between cell \(j\) (left) and cell \(j + 1\) (right) can be obtained from the time dependent distribution function (Eq. (15)) around the interface \(x_{j+1/2}\).

\[
f_s(x_{j+1/2}, t, u) = \nu \int_0^t f_s^{eq}(x', t', u) \exp(-\nu(t-t')) dt' + \exp(-\nu t) f_s^0(x_{j+1/2} - ut, 0, u),
\]

with \(x' = x_{j+1/2} - u(t-t')\) - the particle trajectory during the time-step considered and \(u\) is the particle velocity in the \(x\)-direction. A characteristic of the GKS method is that the inviscid and viscous fluxes are obtained simultaneously, since the distribution function comprises of equilibrium and non-equilibrium contributions. The initial distribution function \(f_s^0\) around the interface is based on a CE expansion as

\[
f_s^0(x, 0, u) = G_s^{sh}(x, 0) - \frac{1}{\nu} \left( \frac{\partial f_s^M}{\partial t} + u \frac{\partial f_s^M}{\partial x} \right),
\]

where \(G_s^{sh}(x, 0)\) is the modified Maxwellian in the mixture kinetic model evaluated for the conditions in position \(x\) at time \(t = 0\), while \(f_s^M\) are the unmodified Maxwellian distribution function. Assuming a linear variation of the distribution function within the cells, the expression is expanded as:

\[
f_s^0(x, 0, u) = G_s^{sh}(x_{j+1/2}, 0) + \frac{\partial G_s^{sh}}{\partial x} \bigg|_{x_{j+1/2}} (x - x_{j+1/2})
- \frac{1}{\nu} \left( \frac{\partial f_s^M}{\partial t} + u \frac{\partial f_s^M}{\partial x} \right) \bigg|_{x_{j+1/2}} - \frac{1}{\nu} \left( \frac{\partial^2 f_s^M}{\partial t \partial x} + u \frac{\partial^2 f_s^M}{\partial x^2} \right) \bigg|_{x_{j+1/2}} (x - x_{j+1/2}),
\]

\[
f_s^0(x, 0, u) = G_s^{sh}(x_{j+1/2}, 0) + f_s^M (a(x - x_{j+1/2}) - \frac{1}{\nu} (ua + A)),
\]

where \(a\) and \(A\) represent spatial and temporal derivatives as:

\[
a = \frac{1}{f_s^M} \frac{\partial f_s^M}{\partial x} ; \ \frac{\partial f_s^M}{\partial x} \approx \frac{\partial G_s^{sh}}{\partial x} ; \ \frac{1}{f_s^M} \frac{\partial f_s^M}{\partial t},
\]

where the derivatives are evaluated at \(x_{j+1/2}\) and the assumption is made that the derivative of \(G_s^{sh}\) can be approximated by the derivative of \(f_s^M\) for the order of accuracy in \(\nu\) and space considered. The equilibrium distribution \(f_s^{eq}\) around
the cell interface is also approximated using a second-order accurate Taylor series expansion:

\[
f^e_x(x, t, u) = G_s^{th}(x_{j+1/2}, 0) + f^M_s \left[ a(x - x_{j+1/2}) + At \right]. \tag{19}
\]

Unlike the initial non-equilibrium function \(f^0_s\), which is independent in time, the equilibrium function varies within a time-step due to the fact that particle collisions are considered along with particle convection. Using Eq. (19), the integral on the right-hand side of Eq. (15) becomes:

\[
\begin{align*}
\sum f^e_x(x^*, t', u) &\exp(-\nu(t - t'))dt' = \nu G_s^{th}(x_{j+1/2}, 0) \int_0^t \exp(-\nu(t - t'))dt' \\
&+ \nu f^M_s \int_0^t \left[ -ua(t - t') + At \right] \exp(-\nu(t - t'))dt' \\
&= \left[ 1 - \exp(-\nu t) \right] G_s^{th}(x_{j+1/2}, 0) + f^M_s \left[ -au\frac{1}{\nu} + au\left(t + \frac{1}{\nu}\right)\exp(-\nu t) + At - \frac{1}{\nu} \left[ 1 - \exp(-\nu t) \right] A \right]. \tag{20}
\end{align*}
\]

Using Eq. (17), the second term on the right-hand side of Eq. (15) becomes:

\[
\exp(-\nu t) f^0_s(x_{j+1/2}, 0, u) = G_s^{th}(x_{j+1/2}, 0) \exp(-\nu t) + f^M_s \left[ -aut - \frac{1}{\nu} (au + A) \right] \exp(-\nu t). \tag{21}
\]

Combining Eq. (20) and (21), for a well-revolved flow, Eq. (15) becomes the time-dependent gas distribution function on the cell face, from which the flux of macroscopic variables can be expressed:

\[
f(x_{j+1/2}, t, u) = G_s^{th}(x_{j+1/2}, 0) - \left[ \frac{1}{\nu} (au + A) - At \right] f^M_s = G_s^{th}(x_{j+1/2}, 0) - \frac{1}{\nu} \left( \frac{\partial f^M_s}{\partial t} + u \frac{\partial f^M_s}{\partial x} \right) + t \frac{\partial f^M_s}{\partial t}. \tag{22}
\]

The time-dependent numerical fluxes across the cell face are evaluated by taking moments of the time-dependent distribution function on the cell face:

\[
F_{j+\frac{1}{2}} = \sum_{s=1}^2 \int u \Psi_s f_s(x_{j+1/2}, t, u) du, \tag{23}
\]

where \(\Psi_1 = (1, 0, m_1 u, 0, \frac{1}{2} m_1 (u^2 + v^2 + w^2))^T\) and \(\Psi_2 = (0, 1, 0, m_2 u, \frac{1}{2} m_2 (u^2 + v^2 + w^2))^T\).

The conserved macroscopic variables \(W_j\) (Eq. (24)) are the variables the GKS method stores in the cell centers and
which are integrated in time:

$$W_j = \begin{pmatrix} n_1 \\ n_2 \\ \rho u_1 \\ \rho u_2 \\ \frac{3}{2} \rho \frac{\lambda}{\gamma} + \frac{1}{2} \rho u_0^2 \end{pmatrix}. \tag{24}$$

The update of the conservative variables from time step $n$ to $(n + 1)$ is then defined as:

$$W_j^{n+1} = W_j^n + \frac{1}{Ax} \int_{n}^{n+1} \left( F_{j-1/2} - F_{j+1/2} \right) dt + \Delta t (0, 0, S_1, S_2, 0)^T, \tag{25}$$

where the source term is defined as shown in Eq. (26):

$$S_s = \nu \rho_s \left( \frac{\eta}{\psi} \right) (u_0 - u_s) ; \quad s = 1, 2. \tag{26}$$

The GKS model described above for quasi one-dimensional flows was further derived for two-dimensional flows on a curvilinear mesh. In the two-dimensional formulation, a direction-cosine approach is followed and the cell-face normal direction replaces the $x$-direction in the discussion above for 1D flows. The velocity-space integrals were worked out analytically to provide the main efficiency gain of a GKS approach relative to the DVM method.

**V. Numerical Results**

The newly developed GKS scheme is tested in this section and compared to DVM solutions for the same kinetic model. Two different test cases, e.g. the flow through a normal shock wave and the rarefied supersonic flow over a flat plate, are considered. The normal shock test case represents the simplest problem that involves strong gradients and non-equilibrium flow and is also well documented. The focus is on the effect of treating the gas as a mixture, inspecting the diffusion effect and species properties. The change in the flow is demonstrated for different Knudsen numbers and species mass ratios. The kinetic model is implemented with the discrete velocity method (DVM) and the gas kinetic scheme (GKS). DVM allows for strong non-equilibrium flows, since there are no underlying assumptions for small deviations as in the CE expansion, required for the GKS. The high computational expense of the DVM is feasible for one and two-dimensional cases, but the extension to vehicles of practical application will require an alternative approach, e.g. the GKS method or a hybrid GKS/DVM approach. The solutions provided by the GKS and DVM methods are compared, based on the same kinetic model. Ideally, the results from the GKS will be as close as possible to the results of the DVM. The computational cost of both numerical approaches is also detailed.
A. Shock Structure

A classical problem for rarefied flows is the study of a normal shock wave for single as well as multi-species gases. Monoatomic binary mixtures have been investigated extensively, experimentally [34] [35] and numerically [27], providing a dataset for validation.

| Table 1 Test Case Conditions for a Normal Shock Wave |
|-----------------|----------------|----------------|----------------|
| \( M \) | \( m_2/m_1 \) | \( n_1/n \) | \( \omega \) |
| 1.5  | 2  | 0.9  | 0.5  |
| 1.5  | 2  | 0.5  | 0.5  |
| 1.5  | 4  | 0.9  | 0.5  |
| 1.5  | 4  | 0.9  | 0.72 |

In this section the profile of a normal shock wave is studied for a binary mixture of gases with different molecular masses. Test case conditions are summarized in Table 1. Here \( M \) is the free-stream Mach number, \( m_2/m_1 \) defines the heavy to light gas mass ratio, \( n_1/n \) is the concentration of light gas in the flow. The \( \omega = 0.5 \) refers to a hard-sphere molecular potential and \( \omega = 0.72 \) to a variable hard-sphere potential. The goal is to analyze the effect of different free stream conditions (ratio of masses, concentration ratio and molecular potential) on the macroscopic flow variables.

Figure 2 shows the normalized number density for each species and the mixture temperature through the shock under the specified conditions, starting with free stream Mach number of 1.5 and varying the concentration (50\% and 90\% light species) and mass (\( m_2/m_1 = 2, 4 \)) ratios (Fig 2(a)-(d)). These flow-conditions are chosen to allow for a numerical comparison with the results from Kosuge et. al [27] for a normal shock using the Boltzmann equation, represented by the red elements. The DVM results are in blue and the GKS results are in green. It is important to stress that the model in Kosuge’s work is not a single-relaxation time BGK model and therefore the DVM results for species kinetic model will also deviate from those results. The reference length of the problem is defined as:

\[
L_{\text{ref}} = \frac{u_{\text{ref}}}{\tau_{\text{ref}}} = \frac{u_{\text{ref}}}{\tau_{\text{ref}}}, \quad (27)
\]

where the reference viscosity is defined as in Eq. (2) and \( \tau_{\text{ref}} = 1/\nu \) is a relaxation ratio coefficient. The mean free path is defined as \( \lambda_{\text{ref}} = 1/(\sqrt{2} \pi d_1^2 n) \) in the solution of the full Boltzmann equation [27]. We use the ratio between the reference length \( L_{\text{ref}} \) and the mean free path \( \lambda_{\text{ref}} \) as a scaling factor:

\[
\frac{L_{\text{ref}}}{\lambda_{\text{ref}}} = \frac{5 \sqrt{\pi}}{8} \frac{n_1 + \beta n_2}{n_1 + n_2}, \quad (28)
\]

where the constant \( \beta = m_2/m_1 \) is the mass ratio. For increasing levels of thermodynamic non-equilibrium this difference in the used kinetic models will be more pronounced. A key aspect of the comparison between our DVM and GKS
Characteristic features of the problem include the lighter species (Species 1) reacting faster to the shock than the heavy species (Species 2). This becomes more evident for higher concentration of light species and with increasing mass ratios, as can be seen in Fig. 2. The observed GKS solutions for the number densities and the mixture temperature match closely with the solutions from the DVM under different flow conditions. The number density of the heavy gas ($n_2$), which acts as a trace gas where the concentration of light gas is 90%, deviates more from the Boltzmann solution for both the DVM and GKS than the number density of the lighter gas ($n_1$). The shock profile predicted by the GKS scheme...

Fig. 2 Profile of species number densities and mixture temperature of a binary gas mixture through a normal shock wave for varied inflow conditions.

results (both based on the same kinetic model[25]) is to assess for what level of thermodynamic non-equilibrium the GKS approach can be employed.
versus the DVM is slightly steeper and as a consequence the shock is thinner in comparison to the DVM results. This thinner shock is in line with expectations based on single-species GKS results[7]. This effect will be more pronounced for higher Mach numbers. At the same time, the well-known disadvantage of the BGK-based kinetic models, i.e. the longer upstream tail, will be reduced with the steeper profile of the GKS solutions.

![Species velocity profiles](image)

(a) $M = 1.5; \frac{m_2}{m_1} = 2; n_1/n = 0.9$

(b) $M = 1.5; \frac{m_2}{m_1} = 2; n_1/n = 0.5$.

(c) $M = 1.5; \frac{m_2}{m_1} = 4; n_1/n = 0.9$

(d) $M = 1.5; \frac{m_2}{m_1} = 4; n_1/n = 0.9; \omega = 0.72$.

Fig. 3 Profile of species velocities of a binary gas mixture through a normal shock wave for varied inflow conditions.

The GKS presented in this paper is derived from a kinetic model that recovers three correct transport coefficients. Compared to the established GKS mixture work ([18][20]), the species mean velocities and temperatures are allowed to deviate from each other and from the gas mixture means. Figure 3 shows the normalized species velocity profiles $u_2$ and $u_1$ through the shock wave. The difference between the velocities and their change under varied conditions.
demonstrates the importance of modelling the species velocities separately. This important limitation of most existing GKS methods for gas mixtures is overcome with the current scheme. As with the number densities, the lighter species velocity reacts faster to the shock than the heavy gas. Focusing on the differences between Fig. 3(a),(b) and (c),(d), it is easy to notice that the higher the mass ratio, the bigger the difference between the velocities, as can be expected since a stronger non-equilibrium effect will occur. The GKS provides a good match with the DVM for the solution of the species velocities. As before the shock wave profile is slightly steeper and results for the gas with bigger concentration (species 1) are in better agreement.

B. Flat Plate

A second test case considered is a supersonic rarefied flow over a flat plate. This test case is challenging due to the complex non-equilibrium boundary layer, with velocity slip as well as a jump in temperature between the wall and the gas in the immediate vicinity for the rarefied cases considered here. The changes of the flow are examined for varied species mass ratio, rarefaction level and wall temperature. The DVM and GKS solutions are compared. The baseline test case is taken at $M = 1.5$, mass ratio of 2, Knudsen number 0.05. Note that the Knudsen number is based on the reference length, calculated as in Eq. (27). The scaling factor is not required since we can compare the DVM and GKS based on the same reference length. The temperature of the wall is fixed at 1.5 times the free-stream temperature, while a fully accommodating diffuse wall is assumed. The free-stream conditions for all cases involve a concentration of 90% for the light species and 10% heavy species. All test case conditions are summarized in the Table 2.

<table>
<thead>
<tr>
<th>$M$</th>
<th>$m_2/m_1$</th>
<th>$Kn$</th>
<th>$T_{wall}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.5</td>
<td>2</td>
<td>0.05</td>
<td>1.5$T$</td>
</tr>
<tr>
<td>1.5</td>
<td>2</td>
<td>0.025</td>
<td>1.5$T$</td>
</tr>
<tr>
<td>1.5</td>
<td>4</td>
<td>0.05</td>
<td>1.5$T$</td>
</tr>
<tr>
<td>1.5</td>
<td>2</td>
<td>0.05</td>
<td>1.0$T$</td>
</tr>
</tbody>
</table>

The solutions for the flow variables for the DVM and GKS matched closely as seen from the normal shock wave results. For the same Mach number 1.5, the shock at the flat plate is weaker, which leads to even better agreement between the two numerical schemes for the macroscopic variables. On Fig. 4 the Mach number and the mixture temperature plots for the baseline test case are presented. The results demonstrate a good comparison between the DVM and GKS. We want to investigate the differences between them. Therefore, we will next focus our attention on the diffusion effects, in particular the concentration variation of the light species in the mixture (Fig. 5) and the species velocity difference $u_2 - u_1$ (Fig. 6). Note that these are very detailed plots and seemingly large variations between the GKS (in color flood) and the DVM (black lines) are of the order of less than 1% for the concentrations and 3 – 4% for the difference in velocities.
To highlight the effect of the Knudsen number, two different length-scales were considered in the presented numerical results. The lower-Knudsen number case involves a flat plate length of 40 reference lengths of the flow at free-stream conditions, while the higher-Knudsen number case involves a plate length of 20 reference lengths. The ratio of the species molecular masses is also varied. A further aspect investigated is the imposed wall temperature, i.e. a lower wall temperature will lead to thinner boundary layer and a somewhat weaker displacement effect.

Fig. 5 and Fig. 6 show the variation of concentration of the light species and the difference between the species velocities, respectively. The strongest non-equilibrium effects will occur close to the leading edge of the plate, where the largest gradients in the flow occur. This is evident in all the results shown in the figures. In Fig. 5 it can be seen that even for the considered flows without chemistry, the non-equilibrium effects give rise to a change in species concentration, caused by diffusion of the species. As expected the lower level of rarefaction in the $Kn = 0.025$ case leads to a slightly smaller change in concentration as compared to the baseline $Kn = 0.050$ case. Clearly, for a larger ratio of molecular masses, the velocity drift is more pronounced, leading to larger concentration changes, as can be seen in Fig. 5(c). The effect of the lower wall temperature can be seen by comparing Fig. 5(d) with the result in Fig. 5(a). For this relatively low Mach number, it can be seen that the effect is limited, however not insignificant. Comparing the GKS and DVM results, overall a good agreement can be observed, considering the level of detail highlighted. It is important to note that the GKS solver represents concentration changes that compare well with DVM, showing that this important non-equilibrium effect is captured.
A similar comparison for the different cases and for the DVM and GKS is shown in Fig. 6. The non-equilibrium effect shown here is the occurrence of velocity drift, represented by the difference between the non-dimensional species $u$-velocities. The extent of non-equilibrium effects follows the pattern of that in the concentration changes, i.e. with more pronounced effects for larger $Kn$ and mass ratio, mainly focused in the immediate vicinity of the plate leading
edge. Comparing Fig. 6(a) and Fig. 6(c), it shows that the maximum and the region of the difference between the species velocities are bigger for the larger mass ratio case.

In order to explore the limitations of the gas-kinetic scheme, we focus on the shear stress at the wall of the flat
plate. The biggest variation between the DVM and the GKS is at the leading edge of the flat plate and in the cells just above it. Three test cases are considered with fixed Mach number 1.5, mass ratio 2 and light species concentration 90%, while the Knudsen number is varied. Starting at the baseline test case at $Kn = 0.05$ (in blue), we consider a more rarefied flow at $Kn = 0.075$ (in green) and a more continuum flow at $Kn = 0.0125$ (in red). On Fig. 7(a) the shear stress along the flat plate is presented. As expected the biggest variation between the DVM (square symbols) and GKS (delta symbols) solutions is at the leading edge of the flat plate. The most rarefied case with $Kn = 0.075$ shows the biggest difference between the DVM and GKS in the result for the shear stress. As the flow becomes more continuum towards Knudsen number of 0.05 and 0.0125 this difference decreases. Since the GKS is based on the Chapman-Enskog and as demonstrated in this plot, the results will keep improving as $Kn \to 0$ (in the limit of the hydrodynamic limit).

Focusing on the peak value of the shear stress along the flat plate, the velocity profile for the different Knudsen numbers is plotted at that point on Fig. 7(b). The velocity profile is well-captured, but the difference between the two schemes at the plate propagates up through the whole profile. It should be noted that the more rarefied cases seem to match the two gas mixture velocities better, but this is only due to the scaling of the problem. The same location on the $y$-axis on Fig. 7(b), e.g. $y = 20L_{ref}$, when compared to each flat plate length of $80L_{ref}(Kn = 0.0125)$, $20L_{ref}(Kn = 0.05)$, $13.3L_{ref}(Kn = 0.075)$ refers to a different location at the farfield of each case. Therefore, the velocity of the most rarefied case $(Kn = 0.075)$ in fact takes the longest to converge to the same value.

The profile of the shear stress is plotted at two different points. One is at the peak of the stress along the plate on Fig. 7(b) and the other is further downstream: at a quarter of each plate’s length - on Fig. 8(b) to establish how the flow develops. At the peak shear stress location the variation between the DVM (square) and GKS (delta) values of
the shear stress in the first few cells is significant. The biggest difference is for the most rarefied case, where the GKS overpredicts the value of the shear stress in the vicinity of the wall. The difference propagates in the farfield but reduces quickly. The match between profiles of the shear stress at the downstream location from the GKS and DVM is much better as shown on fig. 8(b). The most rarefied test case shows good agreement between the schemes, while the test case at \( Kn = 0.0125 \) demonstrates the convergence of the GKS when the flow goes towards the continuum limit.

From these results and the shown comparison between DVM and GKS it follows that despite the relatively large

![Fig. 8 Vertical Shear Stress Profile at Two Locations](image)

Knudsen numbers considered for this flat plate case, the GKS performs relatively well. Partly this can be explained by the Mach number of 1.5. For higher Mach numbers, stronger non-equilibrium will occur and bigger deviations can be expected. It should be noted that currently the GKS is limited at Mach number of 1.5 and Knudsen numbers up to 0.05. For this reason they have been extensively investigated in this paper. It was also found that Mach number of 2 and Kn=0.1 are critical for the GKS at concentration of 90%. A more detailed investigation of this aspect forms part of future work.

In the next subsection the main advantage of the GKS - the computational efficiency - is discussed.

C. Computational Efficiency

The described results were achieved by implementing the new mixture kinetic model with a DVM and a GKS scheme. The distribution functions are per species and vary with the mass of the each gas. For higher mass ratios \( m_2 / m_1 \) for the DVM the number of discrete velocities needs to be increased in order to correctly resolve the velocity distribution functions. This is also true for an increase in the Mach number. While for a one-dimensional test the increase of velocities is possible, it becomes computationally highly expensive to achieve the same resolution in higher
dimensions. The main goal for constructing the gas-kinetic scheme is achieving numerical efficiency, which will allow for more complex cases and aerospace vehicles to be investigated. The results for a normal shock and the supersonic flow over a flat plate under different conditions demonstrated that the GKS is capable of preserving the physical details of the flow. There is a good agreement between the solutions from the discrete velocity method and the gas-kinetic scheme based on the same kinetic model for the cases considered. The shock wave grid has 1200 cells in the x-direction for the DVM and GKS simulations. Two-dimensional formulations were used for the flat plate simulations. The flat plate’s grid is three-dimensional and has 19200 cells, but no computational effort is used in the third dimension. By comparing the computational requirements for the shock wave and flat plate problems, we observe the effect of higher dimensionality for both the DVM and GKS simulations. For the shock wave DVM test case 100 uniformly spaced discrete velocity are sufficient, while for the flat plate DVM $32 \times 32 = 1024$ discrete velocities were used. Note the number of discrete velocities for the flat plate are limited and provide a relatively coarse velocity grid. Notice if we have used the same number of discrete velocities as for the shock wave but in two dimensions, the flat plate test case would run with $100 \times 100 = 10000$, which would increase the CPU time for the DVM significantly. The simulations were run on a quad-core Intel®Xeon®3.30 GHz computer. Table 3 demonstrates the CPU time required for every 1000 steps for the DVM and the GKS for the two baseline test cases: $M = 1.5$, $m_2/m_1 = 2$, $n_1/n = 0.9$ and for the flat plate also $Kn = 0.05$, $T_{wall} = 1.5T$. The times quoted are those for simulations running on a single core.

<table>
<thead>
<tr>
<th></th>
<th>Shock Wave (1D)</th>
<th>Flat Plate (2D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DVM</td>
<td>64 min</td>
<td>376 min</td>
</tr>
<tr>
<td>GKS</td>
<td>22.7 sec</td>
<td>1 min 15 sec</td>
</tr>
<tr>
<td>Speed-up</td>
<td>169</td>
<td>301</td>
</tr>
</tbody>
</table>

The orders of magnitude difference between the CPU time of the DVM and the GKS methods is very significant. The differences between the relative speed-ups for the shock wave and the flat-plate cases are due to the fact that in the flat-plate DVM a two-dimensional velocity-space discretization was used, while for the DVM simulations of the shock wave, a one-dimensional discretization was employed. The CPU time difference for the GKS shock wave and flat plate simulations is directly the result of the larger mesh for the flat-plate case, while the difference between the DVM simulations results from both the larger mesh and the increased number of discrete velocities. For a larger Mach number or species mass ratio, the DVM approach requires an increased number of discrete velocities, leading to significantly larger CPU times, while the CPU time for the GKS remains the same. Overall, the GKS method shows a significant computational advantage and promising numerical results.
VI. Conclusion

A new gas-kinetic scheme was introduced for a binary mixture of monoatomic gases based on a new kinetic model, which provides the correct transport properties in the continuum limit, i.e. recovering the correct viscosity, heat flux and diffusion coefficients. This model is more advanced and detailed than the kinetic models previously used as the basis for GKS methods. Using a DVM implementation, the model was assessed for a range of high-speed test cases, showing that species diffusion effects are captured in detail in regions with strong non-equilibrium. Based on this model, the derivation of a GKS was detailed, followed by the application to the high-speed test cases, previously considered for the DVM. The GKS method agrees well with the DVM method for the cases of a shock wave and a flow past a flat plate. Further work will include more demanding test cases, e.g. higher Mach numbers and different geometries. The good comparison with DVM results, together with the computational efficiency, make this GKS scheme a viable alternative for supersonic mixture flows in the moderately rarefied regime. The range of applications for which the presented GKS scheme can be effectively used will be investigated further in future work. Furthermore, the present work will be extended with kinetic models for diatomic gases. This will greatly increase the range of aerospace applications that can be efficiently modeled with the proposed GKS approach.
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