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Abstract—Considering an ultra-reliable low latency communication scenario, we assess the trade-off in terms of energy consumption between achieving time diversity through retransmissions and having to communicate at a higher rate due to latency constraints. Our analysis considers Nakagami-\(m\) block-fading channels with Chase combining hybrid automatic repeat request. We derive a fixed-point equation to determine the best number of allowed transmission attempts considering the maximum possible energy spent, which yields insights into the system behavior. Furthermore, we compare the energy consumption of the proposed approach against direct transmission with frequency diversity. Results show substantial energy savings using retransmissions when selecting the maximum number of transmission attempts according to our approach. For instance, considering a Rayleigh channel and smart grid teleprotection applications, our approach uses around 8 times less energy per bit compared to a direct transmission with frequency diversity.

Index Terms—URLLC, Energy Efficiency, CC-HARQ

I. INTRODUCTION

THE essence of 5G systems is based on three important use cases: enhanced mobile broadband (eMBB), massive machine-type communication (mMTC), and mission critical MTC (cMTC) [1]. Therefore, 5G systems will not only have to outperform previous generations in terms of requirements such as data rate and capacity [2], but also address new machine-type communication (MTC) usage scenarios [1], including cMTC applications with very high demands for reliability, availability and low latency. Examples of cMTC include applications with ultra-reliable and low latency communication (URLLC) requirements in order to enable real-time automation and control of dynamic processes. Applications such as factory automation through network controlled systems [3], autonomous roads [4], platooning [5], haptic communications [6] and teleprotection in smart grids [7], are predicted cMTC scenarios that can only be enabled by URLLC, which will be supported by 5G networks [8]. Moreover, energy constraints are observed in cMTC, since devices are usually battery-powered. Therefore, energy efficient protocols toward URLLC is a relevant research topic [9]–[12].

There are several strategies to improve energy efficiency in wireless communications, many of which revolve around mitigating the effect of fast-fading through diversity. In systems without latency constraints hybrid automatic repeat request (HARQ) is well known to improve the energy efficiency [13], [14] by providing time diversity. In [13], modulation order, transmit power, number of transmission attempts and code rate are optimized using a realistic energy consumption model for the case of truncated simple and Chase combining HARQ (CC-HARQ), considering fast and block-fading scenarios in a Nakagami-\(m\) channel.

On the other hand, adaptive HARQ is studied in [14] and compared to traditional 1-bit feedback HARQ. Modeling the system with a Markov decision process, the authors derive optimal policies for truncated and persistent adaptive HARQ. An analysis using cooperation and simple HARQ is considered in [15], accounting for average delay constraints from a coding and modulation point of view. They propose a solution for power allocation and communication strategy that minimizes the overall power consumption of the system and their results show that the solution can reduce the overall energy consumption. Moreover, the authors in [9], [10] allocate power in order to improve energy efficiency considering truncated simple ARQ and CC-HARQ in a Rayleigh block-fading channel. Furthermore, URLLC and the impact of finite block-length (FBL) in channel capacity are considered, while they present a formal description of the optimization problem and solve it in closed-form using the Karush-Kuhn-Tucker (KKT) conditions; they also show that power allocation in HARQ is a good strategy to improve the system energy efficiency. However, they do not analyze the effect of retransmissions in latency.

Sun et al. [11] analyzed improving the overall energy efficiency of a 5G URLLC network by considering a resource allocation policy from a queuing perspective. Also considering queue delays, in [16] the authors showed that the policy has great impact on the achievable latency for providing system-wide URLLC. However, they do not consider the effect of fading, as is done here.

In [17] we investigated the energy efficiency of URLLC truncated simple HARQ and a novel optimization strategy is proposed via optimizing the maximum number of allowed transmission attempts, for a block-fading Nakagami-\(m\) channel, whilst guaranteeing a maximum latency. We analyze the trade-off between rate and diversity, showing that important energy savings can be obtained. Similarly, in [18] the number of allowed attempts is also optimized, but the focus is to reduce the required bandwidth for the URLLC application.

Unlike [9], [10], [13], [14], in this work we guarantee a maximum latency with a target reliability. The work in [15], by its turn, considers energy consumption using HARQ but only accounts for average delays, which is not suitable for cMTC.
applications, and in [17] we explored simple HARQ. A power allocation scheme is not considered in this work because it requires longer feedback messages, which can be a problem in URLLC. Moreover, since we consider peak power constraints, the applicability of power allocation strategies is limited.

We investigate the impact of CC-HARQ on the energy consumption of a point to point URLLC system. Furthermore, we derive a fixed point equation to determine the optimal number of attempts considering the maximum possible energy consumption. As the first contribution of this work, we show that despite the added latency for allowing retransmissions, their appropriate use can lead to a better performance when considering URLLC.

The proposed solution is further evaluated in a smart grid teleprotection scenario, as described in the mobile and wireless communications enablers for the twenty-twenty information society (METIS) test case number 5 [7]. It consists of reliably delivering messages within a tight latency constraint between substations for the purpose of triggering protection mechanisms when faults occur, preventing damage to the grid. As a second contribution of this work, results show that using different channels for each HARQ round achieves relevant energy savings compared to using all channels in parallel to achieve frequency diversity, even when accounting for higher data rates required to meet latency constraints in CC-HARQ.

The remainder of this paper is organized as follows. Table I contains a list of symbols used in the paper. Section II presents the system model, Section III contains the optimization problem, Section IV discusses simulation results and Section V concludes the paper.

II. SYSTEM MODEL

Consider a point to point communication link, where short messages composed of $L_f$ bits are mapped via an encoder to the signal $s$ composed of $n$ symbols to be transmitted over a block-fading channel with gain $h$. Each symbol period, also denoted channel use, experiences the same channel gain over its $n$ symbols, such that the received signal is $r = hs + w$, where $w$ is the additive white Gaussian noise (AWGN). Additionally, each channel realization $h$ is random and follows a Nakagami-$m$ distribution. Furthermore, in the context of URLLC, the message has to be delivered with very high reliability within a maximum latency $\lambda$.

A. Retransmissions

We investigate the use of time diversity through retransmissions to make the links viable in face of the stringent requirements of URLLC applications, as well as to reduce the energy consumption. Because of the latency constraint, we consider truncated CC-HARQ, limiting the number of transmission attempts to a maximum of $\tau$. In this scheme, if the receiver succeeds in decoding a message, it responds with an acknowledgment (ACK); otherwise, it stores the received signal and responds with a non-acknowledgment (NACK). Upon receiving a NACK, the transmitter resends the same message, which is combined at the receiver using maximum ratio combining (MRC). Then, the receiver tries to decode the combined message and this process is repeated until success or $\tau$ attempts have been made, after which an error is declared. Moreover, to reduce the communication latency, we assume that the NACK is sent if the accumulated signal-to-noise ratio (SNR) is below a threshold, before trying to decode the entire message. Thus, it only has to be decoded once, when the accumulated SNR is above the threshold.

Based on the error probability of each attempt, we calculate...
the average number of required transmission trials $\tilde{r}$ as
\begin{equation}
\tilde{r}(z) = 1 + \sum_{j=1}^{z-1} P_{\text{out},j},
\end{equation}
where $P_{\text{out},j}$ is the probability of failing at the $j^{th}$ attempt.

Note that diversity is not achieved unless the channel varies from one attempt to the other. Thus, slow frequency hopping is employed between consecutive attempts to ensure that each round experiences a different channel realization $h_j$, where $j$ is the attempt number. In practice, this can be achieved by using a different channel for every attempt$^1$. This imposes that $h_j$ must be estimated at the beginning of each attempt.

### B. Probability of Outage

It has been shown in [19] that the outage probability $P_{\text{out}}$ is a good approximation for the probability of error at high SNR—as in the case of URLLC—even considering a finite block length. For the case of CC-HARQ, where the receiver combines all attempts using maximum ratio combining to increase the chances of successfully decoding the message, the probability of outage after $z$ rounds $P_{\text{out},z}$ is expressed as [20]
\begin{equation}
P_{\text{out},z} = \frac{\Gamma_{\text{inc}}(zm, m \bar{\gamma} \rho)}{\Gamma(mz)},
\end{equation}
where $\Gamma_{\text{inc}}(\cdot, \cdot)$ is the lower incomplete gamma function, $\Gamma(\cdot)$ is the complete gamma function, $m$ is the Nakagami fading parameter, $\gamma_0 = 2^R - 1$, $R$ is the data rate and $\bar{\gamma}$ is the average SNR. Meanwhile, $P_{\text{out},z}$ is well approximated, at high SNR, as [21]
\begin{equation}
P_{\text{out},z} \approx \frac{(m\gamma_0)^{mz}}{\Gamma(mz+1)}.
\end{equation}

### C. Channel Estimation

In order to perform coherent detection, the receiver must estimate the channel. Furthermore, as discussed previously, this estimation has to occur before each transmission round in our set-up. This can be done via in-band pilot training, where for each attempt, $\rho$ pilots are used to estimate the channel state information (CSI) at the receiver. Thus, the received signal for the first $\rho$ symbols is given by [22], [23]
\begin{equation}
r = \sqrt{P_t}h_jp + w,
\end{equation}
where $p = [p_1, p_2, \ldots, p_\rho]$ is the sequence of pilot symbols and $P_t$ is the received signal power, dependent on the transmit power and on the path loss. Using any established channel estimation technique, e.g., minimum mean-square error [24], the receiver obtains an estimate $\hat{h}_j$ of the channel, which differs from the actual channel realization. Therefore, during the remaining $n_{\text{fu}} = n - \rho$ channel uses, we have
\begin{equation}
r = \sqrt{P_t}(\hat{h}_j s + (h_j - \hat{h}_j)s) + w.
\end{equation}

Thus, the average SNR considering both the channel estimation and the data transmission phases is expressed as
\begin{equation}
\bar{\gamma} = \frac{(n - \rho)\gamma_d + \rho \gamma_p}{n},
\end{equation}
where $\gamma_d$ is the average SNR used for data and $\gamma_p$ is the average SNR used for pilots. Note that since $\bar{\gamma}$ depends on the transmit power and the large-scale path loss, it is limited by the peak power constraint.

Furthermore, despite depending on the signal and not being Gaussian, the effect of imperfect channel estimation, $(h_j - \hat{h}_j)s$, can be well modeled as a Gaussian random variable and combined with $w$ into an effective noise perceived by the system, as in [25], [26]. This effective noise provides a worst case scenario [26] and is modeled as a lower effective average SNR for the purpose of system performance analysis, such that [25]
\begin{equation}
\bar{\gamma}_{\text{eff}} = \frac{\rho^2 \gamma_d \gamma_p}{1 + \gamma_d + \rho \gamma_p}.
\end{equation}
To account for the channel estimation error, we use the effective average SNR $\bar{\gamma}_{\text{eff}}$ obtained via (7) for the purpose of evaluating the outage probability.

When there are peak power limitations, as in most practical applications, more than one pilot must be used to obtain optimal performance [26], as optimally allocating power to one pilot might violate the peak power constraints. In this case, the optimal value of $\rho$ is obtained numerically, with each pilot using the maximum allowed power [26].

In Fig. 1 we have plotted the SNR loss due to imperfect channel estimation considering a peak power constraints versus the number of pilots used and $\gamma_d$. In this example, the peak power limitations alongside the path loss yields $\bar{\gamma}_d \leq 40$dB. As discussed before, the pilot transmit power is the maximum allowed such that $\bar{\gamma}_p = 40$dB. We can observe that the effect of imperfect channel estimation is more pronounced when trying to obtain an estimate for the channel with $\gamma_d$ close to the pilot SNR $\gamma_p$ and fewer pilots are used. This relates to the fact that the power used in estimation is too small in comparison to the signal power. Therefore, we conclude that when choosing the number of pilots, it is important to consider how far from the peak power limitation is the data going to be transmitted. In general, it is beneficial to use more pilots when the average SNR of the transmission is close to the maximum allowed by the system. On the other hand, the SNR loss is relatively small and a well designed link margin can be enough to account it.

### D. Energy Consumption Model

In this work, we model the energy consumed in the transmission of one message considering the radio startup energy, the pre-transmission processing energy, the energy involved in powering the passband receiver elements, and the electromagnetic radiation, similarly to [13]. However, we consider the exchange of short messages, typical of URLLC, with rates relatively low which cause the arithmetic processing unit clock speed to also be low [13]. This, in turn, causes the energy required for encoding and decoding messages to be small, especially when compared to other consumptions. Thus, we disregard the baseband coding/decoding energy

$^1$In general a communication standard divides the whole available bandwidth into several channels.
from our model simplifying the presentation without harming the analysis, similarly to [27]. However, since the energy consumed to transmit pilot symbols becomes relevant when the information packets are shorter, we explicit their contribution to the energy consumption in the following analysis.

1) Energy Used by the Transmitter: We assume that, in order to save energy, the transmitter is in idle mode before initiating a transmission, such that it uses a certain startup energy ($E_{\text{st}}$) to wake-up before the first attempt. Both baseband and radio-frequency (RF) circuits, as well as the power amplifier (PA), are used for $n$ channel uses for each attempt.

Next, at the data transmission phase, the remaining $n_{\text{tw}} = n - \rho$ symbols are sent with $\gamma_d$ average SNR. The value of $n_{\text{tw}}$ is determined based on the rate $R$ (in bits per channel use) and the payload length $L_D$ and header length $L_H$ (in bits), such that

$$n_{\text{tw}} = \frac{L_H + L_D}{R}. \quad (8)$$

As in [13], the consumption of baseband and RF circuits is assumed to be constant and equal to $P_{\text{el,tx}}$. Also, the power used to energize passband receiver elements $P_{\text{el,rx}}$ is assumed to be invariant. However, the electromagnetic radiation energy depends on the PA’s consumption $P_{\text{PA}}$, which is a function of its average drain efficiency $\eta$ and of the radiated power $P_{\text{el}}$ [13]

$$P_{\text{PA}} = P_{\text{el}} \eta^{-1}. \quad (9)$$

Next, $P_{\text{el}}$ is expressed as a function of the path loss and $\gamma_d$,

$$P_{\text{el}} = N_0 W M_t M_c A_0 d^\alpha \gamma_d, \quad (10)$$

where $d$ is the link distance, $\alpha$ is the path loss exponent, $N_0$ is the noise power spectral density, $W$ is the bandwidth in Hz, the link margin is $M_l$—which includes the noise figure and other unforeseen losses—, $M_c$ is the coding margin (further explained in Section II-E) and $A_0$ is the attenuation at a reference distance. Combining (9) and (10), we have

$$P_{\text{PA}} = A d^\alpha \gamma_d / \eta, \quad (11)$$

where $A = N_0 W M_t M_c A_0$. Therefore, to obtain the PA power consumption for the feedback $P_{\text{PA,fb}}$, data transmission $P_{\text{PA,d}}$ and channel estimation $P_{\text{PA,p}}$ phases we use (11) with the respective average SNR for each phase, $\gamma_{\text{fb}}$ for the feedback, $\gamma_{\text{d}}$ for the data transmission and $\gamma_{\text{p}}$ for the channel estimation. Here, the transmit power used for estimation and feedback is always the maximum, such that $\gamma_{\text{fb}} = \gamma_{\text{p}}$ and $P_{\text{PA,fb}} = P_{\text{PA,p}}$.

When the first attempt fails, the receiver requests a retransmission. Then the transmitter receives an $n_{\text{fb}}$ bits long feedback message at each attempt for $n_{\text{fb}}$ channel uses, as

$$n_{\text{fb}} = \frac{L_{\text{fb}}}{R}. \quad (12)$$

Therefore, assuming a bandwidth of $W$, the energy used at the transmitter for $\tau$ forward transmission attempts is

$$E_{\text{tx}} = E_{\text{st}} + \frac{\tau}{W} \left[ n_{\text{tw}} (P_{\text{el,tx}} + P_{\text{PA,d}}) + E_{\text{p,tx}} + n_{\text{fb}} P_{\text{el,tx}} \right], \quad (13)$$

where $E_{\text{p,tx}} = \rho (P_{\text{cl,tx}} + P_{\text{PA,p}})$ denotes the energy used by the transmitter for sending the pilots.

2) Energy Used by the Receiver: Assuming receiver and transmitter use identical radios, the energy used by the former is similar to the one used by the latter. Following the same steps, the energy used by the receiver for $\tau$ attempts is

$$E_{\text{rx}} = E_{\text{st}} + \frac{\tau}{W} \left[ n_{\text{tw}} (P_{\text{el,rx}} + P_{\text{PA,p}}) + (n_{\text{tw}} + \rho) P_{\text{el,rx}} \right]. \quad (14)$$

3) Average Energy per Successful Bit: The average energy $\bar{E}$ is obtained by considering the average number of transmissions $\bar{\tau}(z)$ and adding (13) with (14), yielding

$$\bar{E} = 2E_{\text{el}} + \frac{\bar{\tau}(z)}{W} \left[ n_{\text{tw}} (P_{\text{el}} + P_{\text{PA,d}}) + (\rho + n_{\text{fb}}) (P_{\text{el}} + P_{\text{PA,p}}) \right]. \quad (15)$$

where $P_{\text{el}} = P_{\text{el,tx}} + P_{\text{el,rx}}$.

In order to obtain $\bar{E}_b$, the average energy per successful bit, we normalize the result in (15) by the payload length times the probability of success after $z$ attempts, yielding

$$\bar{E}_b(z) = \frac{\bar{E}}{L_D (1 - P_{\text{out}})}. \quad (16)$$

E. Latency Constraint

The goal of this paper is to investigate the impact of CC-HARQ on the energy consumption of a point to point URLLC system. Traditionally, it is well understood that HARQ improves energy efficiency at the cost of higher latencies [29]. On the other hand, when considering URLLC, a strict maximum latency is imposed [30]. Therefore it is not obvious that CC-HARQ improves the energy efficiency in this scenario.

Here the transmitter must fit all $z$ transmission attempts—and their associated acknowledgments, decoded—within a maximum latency $\lambda'$ seconds using a bandwidth $W$. Note that, as mentioned in Section II-A, the receiver estimates the channel at each attempt and if the accumulated SNR is below a threshold, it decodes the header and sends back a NACK immediately after all the symbols have been received and stored. Therefore, the entire message only has to be decoded once, saving latency. The time to decode it $\delta_{\text{tw}}$ is deducted $\lambda'$, such that all transmission attempts have to fit within $\lambda = \lambda' - \delta_{\text{tw}}$ seconds. This can be viewed as a constraint on the minimum communication rate $R_{\text{min}}$ in bits

\footnote{Note that we consider the wake-up energy both at transmitter and receiver, thus we assume scheduled-rendezvous [28].}
where \( L \) in (8) and (12), respectively, in (17) while using attempting to communicate \( L \) bits using up to \( z \) transmission attempts violates the constraint.

Therefore, \( R_{\text{min}} \) is determined by calculating the rate at which all \( z \) attempts would take \( W \) channel uses, yielding

\[
W \lambda = z(n_{\text{fw}} + n_{\text{fb}} + \rho + W \delta_{\text{fb}}),
\]

where \( \delta_{\text{fb}} \) is the time it takes for the transmitter to decode the feedback packet. Next, we substitute \( n_{\text{fw}} \) and \( n_{\text{fb}} \) defined in (8) and (12), respectively, in (17) while using \( R = R_{\text{min}} \). Then using \( L_T = L_H + L_D + L_{\text{fb}} \), and solving for \( R_{\text{min}} \), we arrive at

\[
R_{\text{min}} = z \frac{L_T}{W(\lambda - z \delta_{\text{fb}}) - z \rho}.
\]

Note from (18) that using a larger \( z \) imposes a higher \( R_{\text{min}} \), resulting in a trade-off between diversity and rate. Moreover, despite having excellent performance in terms of error rates, turbo codes, the most commonly used in LTE, have a significant complexity [31] and thus may not be suitable for CC-HARQ considering URLLC applications. Instead, polar codes are good candidates for encoding feedback signals, as they are simple to implement and can be used to encode and decode short feedback messages within negligible time [31], such that \( \delta_{\text{fb}} \ll \lambda \). The trade-off is a slight loss in terms of error rate [32], which we have added to the path loss model as \( M_c \).

III. OPTIMIZATION

Our goal is to analyze the trade-off between gaining diversity, by increasing the maximum number of allowed retransmissions, and increasing the data rate, in order to communicate in less than \( \lambda \) seconds. We formally establish the optimization problem in order to minimize the average energy per successful forward bit whilst meeting constraints for maximum instantaneous transmit power \( P_{\text{rf, max}} \), latency and reliability (expressed in the form of a target outage \( T_{\text{out}} \)), as

\[
\begin{align*}
\text{minimize} & \quad \bar{E}_b(z) \\
\text{subject to} & \quad P_{\text{out}, z} \leq T_{\text{out}}, \\
& \quad P_{\text{out}} \leq P_{\text{rf, max}}, \\
& \quad R \geq R_{\text{min}}.
\end{align*}
\]

A. Optimizing Maximum Energy

Although it can be numerically verified that the objective function is convex with respect to \( z \), and thus has one unique global optimal solution, however, to the best of our knowledge, it is not possible to prove it analytically due to the shape of \( \hat{\tau} \) and where it appears in (19a).

Thus, we propose an alternative approach, where we optimize the maximum energy consumption \( \bar{E}_b \) in the same setup. The value of \( \bar{E}_b \) is obtained by replacing \( \hat{\tau}(z) \) by \( z \) in (16), such that

\[
\bar{E}_b(z) = \frac{2F_{\text{el}}(\frac{z}{W R})}{L_D(1 - P_{\text{out}, z})},
\]

where \( \Phi = L_{\text{fu}}(P_{\text{el}} + P_{\text{ph}, z}) + (L_{\text{fb}} + \rho R)(P_{\text{el}} + P_{\text{ph}, p}) \).

This allows us to design a protocol with the worst case scenario in mind, which is a sensible approach in URLLC, and we also show numerically that this result yields almost the same performance as a solution obtained numerically via the problem in (19). Moreover, we show that in this case, the optimal rate \( R^* \) and when \( R_{\text{min}} \) exceeds this optimal, the optimal number of transmission attempts \( \hat{z}^* \) can be obtained via a floating point equation. Furthermore, using the obtained result, we are able to show that when the link budget is more stringent, as is the case of URLLC, \( R^* \) becomes smaller and using the obtained \( \hat{z}^* \) becomes advantageous.

**Theorem 1.** The optimal rate \( R^* \) to minimize the maximum energy consumption \( \bar{E}_b \) considering CC-HARQ and disregarding the effect of imperfect channel estimation is expressed as

\[
R^* = \min \left( \frac{W_0 \left( \frac{z}{W} \right) + 1}{\ln(2)}, R_{\text{max}} \right),
\]

where \( R_{\text{max}} \) is the rate which guarantees the target outage at the maximum possible SNR, according to peak power limitations, \( e \) is Euler’s constant, \( W_0 \) is the upper branch of the main Lambert-W function,

\[
\Omega = \frac{L_{\text{fu}}(P_{\text{el}} + Ad^m \hat{\tau}_p) - \Delta + P_{\text{el}}}{\Delta}
\]

and

\[
\Delta = \frac{Ad^m \Gamma(mz)}{\Gamma_{\text{inc}}^{-1}(mz, T_{\text{out}})}
\]

given that \( \Gamma_{\text{inc}}^{-1} \) is the inverse incomplete gamma function and \( L_{\text{fu}} = L_H + L_D \).

**Proof.** Considering an URLLC scenario,

\[
P_{\text{out}, z} \leq T_{\text{out}} \ll 1,
\]
and thus $\hat{E}_b$ can be well as
\[ \hat{E}_b(z) \approx \frac{2E_m + \frac{z}{W_T}[L_{fw}(P_\text{el} + P_{PA,d}) + L_{fb}(P_\text{el} + P_{PA,p})]}{L_D}, \]
considering perfect channel state information at the receiver, for tractability. Using (11) and computing the derivative with respect to $\gamma_d$,
\[ \frac{\partial \hat{E}_b}{\partial \gamma_d} = \frac{z}{W_T}L_{fw}A_d P_m > 0, \]
thus, increasing the transmit power to obtain a better (larger) SNR results in a larger $\hat{E}_b$. Therefore, we assume that the transmit power used is the one that guarantees the target outage, such that solving (2) for $\gamma$ results in
\[ \gamma_d = \frac{m(2R - 1)\Gamma(mz)}{\Gamma_m^{-1}(mz, T_{\text{out}})}. \]

Next, we obtain $P_{PA,d}(z)$ using (11) and (27) and replace it onto (25). Finally, we solve $\partial \hat{E}_b/\partial R = 0$ yielding
\[ \Delta R^R_\gamma (\ln(2)R^* - 1) = \Omega, \]
after simple algebraic manipulations. Lastly, we use the upper part of the main branch of the Lambert-$W$ function to solve (28) for $R^*$, arriving at
\[ R^* = \frac{W_0\left(\frac{2}{e}\right) + 1}{\ln(2)}. \]

However, when accounting for peak power limitations, the SNR in (27) is limited at $\gamma_{\text{max}}^*$, such that setting $P_{\text{el}} = P_{\text{el, max}}$ in (11) and solving for $\gamma$ yields
\[ \gamma_{\text{max}}^* = \frac{P_{\text{el, max}}}{Ad_o}. \]

In other words, $R^*$ is limited by $R_{\text{max}}$, which is obtained using $\gamma_{\text{max}}$ in (2) and solving for $R$ with $P_{\text{out, z}} = T_{\text{out}}$, as
\[ R_{\text{max}} = \log_2 \left(1 + \frac{\Gamma_m^{-1}(mz, T_{\text{out}})}{mI(mz)}\right). \]
Lastly, combining (29) and (31) yields (21). \hfill \square

**Corollary 1.** When the optimum rate $R^*$ is smaller than the minimum required rate $R_{\text{min}}$, the optimal number of transmission attempts $z^*$ which optimizes the maximum energy $\hat{E}_b$ in CC-HARQ can be well approximated by $\hat{z}^*$, the solution of
\[ 2m\hat{z} \left(\ln(2) \frac{L_T}{W}\hat{z} - 1\right) + \ln(m\hat{z}) = 1 - \ln(T_{\text{out}}^2 2\pi) \]
with respect to $\hat{z}$, where $\hat{z}$ is a real relaxation of $z$.

**Proof.** The optimization problem is defined as
\begin{align*}
\text{minimize } & \hat{E}_b(z) \\
\text{subject to } & P_{\text{out, z}} \leq T_{\text{out}}, \\
& P_d \leq P_{\text{el, max}}, \\
& R \geq R_{\text{min}}.
\end{align*}

Next we impose $R^* < R_{\text{min}}$ and consider $\delta_{\text{fb}} \ll \lambda$, thus
\[ R = R_{\text{min}} \approx \frac{L_T}{W}. \]

Then, obtaining $P_{PA,d}(z)$ as in the proof of Theorem 1 and replacing (34) into (25) we arrive at
\[ \hat{E}_b \approx \frac{2E_m + \frac{z}{L_T}[L_{fw}P_{PA,d}(z) + L_{fb}P_{PA,p} + L_T P_{el}]}{L_D}. \]

Then, considering that $z^*$ can assume real values, we derive $\hat{E}_b$ with respect to $\hat{z}$ and equate to zero. Assuming high spectral efficiency, $2^R \gg 1$, which is true in many practical applications even for small $R$, it is possible to rewrite $\partial \hat{E}_b/\partial z = 0$ as (32).

The steps to prove the convexity of $\hat{E}_b$ are presented in Appendix A, while the steps used to derive (32) from $\partial \hat{E}_b/\partial z = 0$ are outlined in Appendix B. Since it is not possible to have fractions of attempts, in practice, we must use the closest integer to $\hat{z}^*$.

The solution presented in this section can be utilized to obtain insights into the behavior of the optimization problem. For instance, because in URLLC the values of $T_{\text{out}}$ are always positive and much smaller than one, the left-hand side of (32) always yields a positive value. Therefore, fixing the values of $T_{\text{out}}$, $m$, $L_T$, and $W$ in (32) and choosing a smaller value for $\lambda$—considering a more stringent latency—causes $\hat{z}^*$ to be smaller. In other words, having a more severe constraint in terms of latency imposes that less maximum attempts are optimal, which can be explained by having less time for more attempts. With the same rationale, but now varying $\lambda$ and decreasing the number of bits to communicate ($L_T$), yields a larger $\hat{z}^*$. This is because the duration of each attempt is shorter, due to fewer bits being conveyed. Similarly, decreasing $m$ results in a larger $\hat{z}^*$, which is due to the diversity gains being more relevant in a worse channel condition. In addition, considering a communication channel with smaller bandwidth has a similar effect as considering a more strict latency in the solution of (32). Lastly, keeping the parameters on the right-hand side of (32) fixed and increasing the value of $T_{\text{out}}$, (i.e. considering a less reliable communication) yields a smaller $\hat{z}^*$, which is explained by the fact that the gains in diversity are less important for a more relaxed reliability.

**IV. Numerical Results**

In this section, we evaluate the proposed approach using parameters from the METIS test case #5 [7]: smart grid communications. The parameters are summarized in Table II. This example fits within the block-fading model because there is almost no mobility and consecutive transmissions are assumed to be performed in uncorrelated frequency channels. In addition, the Nakagami-$m$ channel model describes the scenario well since it correctly depicts the variability of situations encountered in smart grids, with varied line-of-sight (LOS) conditions [33]. Additionally, to perform slow frequency hopping, we assume that the transmitter uses subcarriers with independent and identically distributed channel gains and bandwidth $W$ for each transmission attempt, such that the average consumed bandwidth is $\bar{r}W$ Hz per message.
First, we show in Fig. 3 and Fig. 4 how $E_b$ and $\bar{E}_b$ vary with respect to $\bar{z}$ for various strategies regarding SNR and using the rate according to \ref{eq:36}:

$$R = \max (R^*, R_{\text{min}}). \quad (36)$$

Moreover, the SNR strategies are characterized by: 1) A benchmark obtained numerically, by optimizing the average SNR to determine its optimal value $\bar{\gamma}_d^\ast$, 2) using the average SNR that guarantees the target outage $\bar{\gamma}_{d,\text{min}}$ and 3) using the maximum average SNR according to the maximum transmit power $\bar{\gamma}_{d,\text{max}}$. Furthermore, we also show $E_b$ using $\bar{\gamma}_d^\ast$ and $R = R_{\text{min}}$ to illustrate how using a higher rate impacts the value of $E_b$. Note that as the curve of $E_b$ is a benchmark, it has been generated using a numerically obtained optimal number of pilots for channel estimation, while the other curves represent real implementations and therefore use a fixed $\rho = 6$.

In Fig. 3, we show the performance for the case with a Nakagami parameter of $m = 1$. We can notice that because there is no LOS, the diversity gains are not as impactful and increasing the average SNR has little impact on $E_b$, such that the curve with $\bar{\gamma}_{d,\text{min}}$ performs very close to the benchmark, more so for the smaller values of $\bar{z}$. This means that using the results of Corollary 1, which assumes that using the lowest possible SNR will yield a good performance in such scenarios. Additionally, we observe that optimizing the rate has little to no effect on $E_b$, as due to the stringent link budget characteristics, $R^*$ will be close to $R_{\text{min}}$. Moreover, the curve for $E_b$ with $\bar{\gamma}_d^\ast$ matches exactly with the one with $\bar{\gamma}_{d,\text{min}}$ (both for Figs. 3 and 4), as predicted analytically in (26).

On the other hand, in Fig. 4, $m = 3$ is shown, and thus the link is less stringent. Here, the diversity gains of using higher $\bar{z}$ benefit more from using $\bar{\gamma}_d^\ast$ in terms of $E_b$. However, when $\bar{z}$ is relatively small ($\leq 4$), using $\bar{\gamma}_{d,\text{min}}$ still performs very close to the benchmark. Also note that, because of the more relaxed link budget, there is more freedom to increase the rate and using the results from Theorem 1 results in performance gains, in particular where $\bar{z}$ is smaller. The red dotted line in both Fig. 3 and Fig. 4 is the result of using $\bar{\gamma}_d = \bar{\gamma}_{\text{max}}$ and $R = R_{\text{min}}$ in (25). It represents a ceiling in the maximum consumption when $R^* < R_{\text{min}}$ and we operate at the maximum transmit power.

Further, in order to evaluate the performance of the proposed solution, we compare it with the case of a single transmission. To make the comparison fair, we allow the direct transmission to use $\bar{\tau}$ channels to send copies of the message and perform MRC at the receiver, exploiting frequency diversity. However, because it is not possible to use fractions of a sub-carrier and $\bar{\tau}$ is not always an integer, we use the next closest integer for consistency. All channels are estimated separately and this cost is taken into account when computing the energy used to send the message with frequency diversity $E_{\bar{f}}$, presented in Appendix C. Moreover, the optimal rate considering frequency diversity is similar to the one obtained in (21), and the value of $R$ is determined according to (36).
Fig. 5 shows the ratio between the energy consumption considering frequency diversity and that of our proposed solution. The energy ratio considering the benchmark (obtained numerically) is determined by calculating $E_b(\bar{\tau})/E_b(\hat{z}^*)$, while the ratio which considers the results in Theorem 1 and Corollary 1 is calculated as $E_b(\bar{\tau})/E_b(\hat{z}^*)$. As we can observe, for the target latency of 6.48 ms and $m = 3$, the proposed solution outperforms the frequency diversity by a factor of more than 2. Note that here, since $R^* > R_{\text{min}}$, considering a more stringent latency has little effect in the performance as the higher rate was already guaranteeing a more stringent latency. On the other hand, when $m = 1$, the link is more stringent and $R^* < R_{\text{min}}$, such that changes in $\lambda$ incur in changes to the performance. Also regarding $m = 1$, we can see that for the target latency of 6.48 ms, the proposed scheme is about 8 times better. Because we use the next closest integer to $\bar{\tau}$ when choosing the number of channels to use for frequency diversity, our approach uses less bandwidth on average, in other words, our approach constitutes a better way of using the spectrum. Despite using less bandwidth on average, we can often achieve higher orders of diversity, resulting in energy savings. For example, for the case where $z^* = 2$, the diversity orders are the same but because $\bar{\tau}$ is close to one, the frequency diversity approach uses almost twice the bandwidth. This result shows the strength of HARQ, achieving high diversity orders at low cost, which is possible because on average it requires few attempts and thus uses a small number of channels. Conversely, when considering frequency diversity, the cost of obtaining a large diversity is to use all channels in every transmission, which is less energy and spectral efficient.

In Fig. 6, we show the performance when considering different levels of reliability, considering the same ratios as before with $\lambda = 6.48$ ms. As we can observe, when we have good channel conditions ($m = 3$), increasing the reliability has less impact in the frequency diversity strategy compared to the case where $m = 1$, because the need for diversity is not as pressing and thus only a few channels are used each time. However, when there is no LOS ($m = 1$), increasing the reliability comes at a high cost for a direct transmission because of the need for diversity to reach the stringent reliability requirement. Since the CC-HARQ strategy does not need to use all of those resources in every attempt, it yields a better performance when considering more reliable specifications. For instance, if we consider no LOS and $T_{\text{out}} = 10^{-6}$, our scheme outperforms the direct transmission with frequency diversity by more than 18 times. Furthermore, we can observe from this numerical example, both in Figs. 5 and 6, that optimizing $E_b$ has very similar performance compared to the benchmark solution which uses numerically obtained optimal number of pilots, SNR and $z$.

V. CONCLUSION

We analyzed the use of truncated CC-HARQ in order to meet the stringent reliability and latency requirements of URLLC whilst increasing energy efficiency in a block-fading Nakagami-$m$ channel. We demonstrated that the energy consumption depends on the choice of allowed transmission attempts and can be minimized by optimally tuning this parameter. Further, we proposed solving an alternative problem which allows us to arrive at a fixed point equation to determine the optimum number of maximum transmission attempts, which can be used to obtain several insights.

We evaluated the results in a smart grid communication scenario and showed interesting savings in energy when compared to a frequency diversity strategy while using less bandwidth on average, in particular the scheme is better for more strict reliability scenarios. It is clear from the results that truncated CC-HARQ is one viable strategy to reduce energy consumption while meeting the requirements of URLLC when adequately designed, even when accounting for higher data rates required to meet stringent latency requirements.
APPENDIX A
PROOF OF $\bar{E}_b$ CONVEXITY

It is explicit that proving the convexity of $\gamma_d$ with respect to $\hat{z}$ is sufficient proof that $\bar{E}_b$ is convex with respect to $\hat{z}$.

Considering high SNR, we can solve (3) for $\bar{E}_b$ and using the Stirling approximation of factorials to approximate the complete Gamma function we write

$$\bar{E}_b \approx \frac{m^2\hat{z}^{T \gamma_m}}{(T_{\text{out}})^{\frac{m}{e}}}$$

(37)

calculating high spectral efficiency such that $2^\hat{z} \gg 1$.

Equation (37) can be written in the form of $f(\hat{z})g(\hat{z})$, with

$$f(\hat{z}) = m^2\hat{z}^{T \gamma_m}$$

and

$$g(\hat{z}) = \frac{1}{(T_{\text{out}})^{\frac{m}{e}}}.$$  

(38)

(39)

In turn, $g(\hat{z})$ can be written as $1/(g_1(\hat{z})g_2(\hat{z}))$, with

$$g_1(\hat{z}) = \frac{T_{\text{out}}^{\frac{m}{e}}}{(T_{\text{out}})^{\frac{m}{e}}}.$$  

(40)

and

$$g_2(\hat{z}) = m\hat{z}/e.$$  

(41)

First we show that $g_1(\hat{z})$ is log-concave, such that

$$\frac{\partial^2 \ln(g_1(\hat{z}))}{\partial \hat{z}^2} \leq 0.$$  

(42)

Since

$$\frac{\partial^2 \ln(g_1(\hat{z}))}{\partial \hat{z}^2} = \frac{4\ln(T_{\text{out}}^{\frac{2\hat{z}m}{e}}) - 3}{2(m\hat{z})^3},$$

and $m\hat{z} \neq 0$, (42) becomes

$$T_{\text{out}} > 0,$$

$$0 < \hat{z} \leq e^{3/2} \frac{2T_{\text{out}}}{\sqrt{m}},$$

(44)

after some algebraic manipulations. Because $T_{\text{out}}$ is always positive and very small and $\hat{z} \geq 1$, (44) holds in any practical scenario. Thus, $g_1(\hat{z})$ is log-concave.

Moreover, because $g_2(\hat{z})$ is both log-convex and log-concave [36], the product of $g_1(\hat{z})$ and $g_2(\hat{z})$ is also log-concave [36] and therefore its inverse $g(\hat{z})$ is log-convex [36].

Finally, since $f(\hat{z})$ is an exponential function, it is log-convex [36]. The product of two log-convex functions is also log-convex [36], thus $\bar{E}_b = f(\hat{z})g(\hat{z})$ is also log-convex and therefore convex, concluding the proof. □

APPENDIX B
DERIVATION OF (32)

Calculating $\frac{\partial \hat{z}}{\partial \hat{z}} = 0$ yields

$$\frac{2E_{\text{in}} + \frac{T_{\text{in}}}{2} [L_{\text{in}} A_d + L_{\text{in}} P_{\text{PA}} + L_1 P_{\text{in}}]}{E_{\text{in}}} = 0$$

(45)

$$\hat{E}_b = \frac{m}{e} = \frac{m^2\hat{z}^{T \gamma_m}}{(T_{\text{out}})^{\frac{m}{e}}}.$$  

Computing the derivative of the approximated average SNR expressed in (37) results in

$$\Xi \left(2 \ln(2) \frac{L_T}{W} m \hat{z}^2 - 2m\hat{z} + \ln(\hat{z}) + \ln \left(\frac{2\pi T_{\text{out}}^2 m}{e}\right)\right),$$

(46)

$$\Xi = 2e^2 \left(\frac{2\pi T_{\text{out}}^2 m}{e}\right) m^{-\frac{1}{m}}.$$  

(47)

Since $\Xi \neq 0$, replacing (46) in (45) and diving both sides by $\Xi$, computing the average SNR of each message is given by

$$\hat{E}_b \approx \frac{m (2R - 1)}{(T_{\text{out}}\Gamma([\hat{z}]m + 1))^{1/\tau|m|}}.$$  

(48)

The consumption due to larger bandwidth is accounted for by multiplying the power consumption of the PA by $[\hat{z}]$.  
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