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Abstract:

Global Positioning System (GPS) technology has changed the world. We now depend on it for navigating vehicles, for route finding and we use it in our everyday lives to extract information about our locations and to track our movements. The latter use offers a potential alternative to more traditional sources of movement data through the construction of trip trajectories and, ultimately, the construction of origin-destination flow matrices. The advantage of being able to use GPS-derived movement data is that such data are potentially much richer than traditional sources of movement data both temporally and spatially. GPS-derived movement data potentially allow the calibration of spatial interaction models specific to very short time intervals, such as daily or even hourly, and for user-specified origins and destinations. Ultimately, it should be possible to calibrate continuously updated models in near real-time. However, the processing of GPS data into trajectories and then origin-destination flow matrices is not straightforward and is not well understood. This paper describes the process of transferring GPS tracking data into matrices that can be used to calibrate spatial interaction models. An example is given using retail behaviour in two towns in Scotland with an origin-constrained spatial interaction model calibrated for each day of the week and under different weather conditions (normal, rainy, windy). Although the study is small in terms of individuals and spatial context, it serves to demonstrate a future for spatial interaction modelling free from the tyranny of temporally static and spatially predefined data sets.
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3. Introduction

The measurement and recording of human mobility is vital for understanding many important elements of society such as the demand for transportation services, the optimal location of facilities and the redistribution of population. Until recently, exploring human mobility in detail was challenging because personal trip data collection methods consisted of expensive and time-consuming paper-and-pencil interviews, computer-assisted telephone interviews and computer-assisted self-interviews (Wolf, Guensler, & Bachman, 2001). As well as being expensive to collect, these data are also typically limited in terms of their spatial and temporal resolution. The development of sensors such as GPS trackers that capture movement data in real-time and at detailed spatial and temporal scales has transformed our ability to collect mobility data (M.-P. Kwan & Neutens, 2014). However, even though GPS trackers record an individual's location and movement very accurately, they do not record essential characteristics of travel behaviour such as travel mode or trip purpose (Shen & Stopher, 2014). To overcome this problem, various attempts have been made to infer individual behavioural from GPS trajectories (inter alia Wolf et al. 2001; Patterson et al. 2003; Di Lorenzo et al. 2012; Gong et al. 2012; Sila-Nowicka et al. 2016; and Xiao et al. 2016). However, the overwhelming majority of studies using GPS data simply report visual descriptions of movement patterns rather than exploring the deeper understanding of what factors might have been responsible for these patterns.

Over the past decade there have been many attempts to adapt other technologies such as Radio Frequency Identification (RFID), WiFi, Bluetooth, smart cards or GSM to study aspects of human mobility. The tracking applications of RFID technology related to mobility have been reported in transportation and logistics (inter alia Eckfeldt & Bruce 2005; Zuo et al. 2010 and Zacharewicz et al. 2011) and in the tracking of patients in hospitals (Cangialosi, Monaly Jr., & Yang, 2007). Most research relating to the use of location information obtained via Bluetooth
and WiFi technologies within mobile phones focus on predicting movement patterns by asking a few fundamental questions about future location, time spent there and social interactions during time spent in location (inter alia Anastasi & Borgia 2004; Vu et al. 2011).

Yet another modern method of capturing travel behaviour is via smart cards which are used in most of the world's major cities to automatically pay for travel fares. Data collected from these cards provide an opportunity to study human mobility patterns, as well as the efficiency and other aspects of transportation services, but are necessarily limited to the on and off points of the public transportation service and do not necessarily capture the real origins and destinations of the movement (inter alia Long & Thill 2015; Zhong et al. 2015; Tonnelier et al. 2016). In recent years increasing effort has been put into the analysis of mobile phone data (recording movements between GSM towers) showing the potential of these data in identifying fine-grained variations in urban flows over time, for estimating movements in urban spaces, and identifying potential social interactions and significant places for individuals (inter alia Ratti et al. 2006; Kwan 2007; Ratti et al. 2010; Calabrese et al. 2013; Calabrese et al. 2014; Ahas et al. 2015; Behadili 2016).

Currently, however, these advances in movement data collection technologies are well ahead of the existing methods for extracting meaningful information from such data (Laube, Dennis, Forer, & Walker, 2007; J. Long & Nelson, 2012). Furthermore, there have been very few studies that have tried to analyse decision-making processes related to mobility using data from emerging technologies. There is a need therefore to determine if new forms of movement data can be translated into new insights about mobility behaviour. We do this through an examination of the calibration of spatial interaction with GPS data.

To crystalize the rationale for this paper, we turn to a quote by Golledge & Stimson (1997, p.5) about an earlier era of geography as the quantitative revolution was dawning: “geographers became experts on describing `what' was there and are now seeking to explain `why' or `how'
things were there”. This sentiment is pertinent today with a new wave of descriptive analysis breaking over the geographical shores propagated by emerging technologies that generate huge quantities of spatial data. As yet, these data have yet to yield much insight with the bulk of research limited to a description of patterns rather than an analysis of human behaviour. Our goal therefore is to move beyond description and to present a demonstration of the potential inherent in GPS-derived data for analysing and understanding human behaviour. We do this by focussing on two specific questions:

(i) What has to be done in order to transform GPS tracking data into origin-destination matrices that can be used for the calibration of spatial interaction models?

(ii) Is it possible to draw meaningful insights into mobility decision-making from the calibration of spatial interaction models with GPS-derived data? In particular we will investigate the possibility of calibrating spatial interaction models for different days of the week and for different weather conditions.

In order to answer the questions posed above, two preparatory steps need to be undertaken and which have been described elsewhere (Authors, 2016). These involve the initial collection of the GPS traces and the classification of these traces into semantically enriched trajectories. Here we concentrate on the transformation of the GPS movement data into origin-destination matrices and on the use of these matrices to calibrate interaction models of shopping behaviour for different days of the week and under different weather conditions.

4. Spatial Interaction Models in Retailing

Spatial interaction refers to movement or communication over space that results from a decision-making process (Batten & Boyce, 1987; Fotheringham & O’Kelly, 1989; A. Wilson, 1967, 1970). It can be defined in terms of the movement of people, goods or information and it covers behaviours such as migration, commuting, shopping, recreation, trips for educational
purposes, airline passenger movement, the choice of health care services and patterns of
telephone calls (more examples of spatial interactions are given by Haynes & Fotheringham
(1984)). These behaviours are characterised by a common and fundamental principal whereby
individuals trade off the benefit of interaction with the cost of overcoming the distance
(separation) to a destination (Fischer, 2002). This trade-off is at the heart of all spatial
interaction models. For instance, the most common form of spatial interaction model employed
in retail analyses is often referred to as an origin-constrained spatial interaction model and has
the form:

\[ T_{ij} = \frac{O_i w_j^\alpha d_{ij}^\beta}{\sum_j w_j^\alpha d_{ij}^\beta} \]

or, equivalently,

\[ T_{ij} = A_i O_i w_j^\alpha d_{ij}^\beta \]

where

\[ A_i = \frac{1}{\sum_j w_j^\alpha d_{ij}^\beta} \]

and where \( T_{ij} \) represents the number of retail trips from origin \( i \) to outlet \( j \), \( O_i \) is the total number
of trips originating at \( i \), \( A_i \) is a balancing factor which ensures that the total number of predicted
trips from \( i \) is equal to \( O_i \), \( w_j \) represents the attractiveness of outlet \( j \) which can be measured
by a number of variables but is often measured by size which reflects the range of goods
available and sometimes price levels, \( d_{ij} \) is the network distance between \( i \) and \( j \), \( \beta \) indicates the
sensitivity of the number of trips between \( i \) and \( j \) to the distance between them, and \( \alpha \) is a
parameter reflecting consumers’ sensitivity to variations in store sizes. Examples of the use of
this model to understand consumer spatial choice include Lakshmanan & Hansen, 1965;
Fotheringham & Trew 1993; Clarke et al. 1998; Bhat et al. 2004; Rodriguez & Joo 2004;
Common to most applications of spatial interaction models in retailing, however, is the dearth of appropriate trip data with which to calibrate the models. Quite often the data are just not available and so models cannot be calibrated. The parameters in the model are then guessed at or borrowed from other studies to allow the models to be used to estimate flows from residential areas to a set of stores under varying conditions to examine questions such as “Where is the optimal location for a new store? or “If I locate a store here, how much custom will it cannibalise from my exiting stores?” Where flow data are available it is then possible to estimate the model’s parameters which will yield more accurate predictions of flows and will also yield behavioural information on consumer spatial choice. Estimates of $\alpha$ describe consumers’ utility from selecting larger stores with a greater variety of products and possibly lower prices while estimates of $\beta$ reflect consumers’ sensitivities to distance as a deterrence in selecting a store. For example if $\beta$ were zero then consumers would not be constrained by distance at all in their selection of a store to patronise and increasingly negative values of $\beta$ reflect greater deterrence in overcoming longer distances.

Even when data are available on consumers’ shopping patterns and when spatial interaction models can be calibrated, the models typically yield limited information on consumer behaviour. This is because the data on individuals’ movements over space are traditionally based on travel diaries or questionnaires which, besides being expensive to conduct, provide only a very limited snapshot of people’s behaviour. They typically only represent behaviour over a broad period of time and often only for prescribed destination sets which are defined for the purposes of the survey. Recent years have brought new perspectives to spatial interaction modelling showing that using data from loyalty cards from major shopping retailers can improve forecasts concerning store patronage and store revenues.
Nevertheless, until very recently it has not been possible to provide, for example, information on consumer behaviour at different times of the day or on different days of the week or during different weather conditions. Do consumers make different choices and exhibit different spatial behaviour, for example, during the week compared to the weekend, during the morning compared to the afternoon, or on days when it is raining compared to when it is dry? Traditional consumer surveys very rarely yield the data necessary to answer these questions.

However, the recent technological advances in recording the locations of individuals through their phones or with dedicated GPS trackers has the potential to radically change the spatial interaction modelling landscape by allowing the calibration of models for fine time intervals and for multitudes of different types of movement. These new forms of movement data have already begun to be employed in retailing. For instance, Yue et al. (2012) use GPS trajectories of taxi flows to compute trading areas around shopping centres in China; Lovelace et al. (2016) present a comparison of estimating shopping flows from a major mobile phone service provider, a commercial consumer survey and geotagged Twitter messages. Most recently, Lloyd & Cheshire (2017) investigate the feasibility of using geo-tagged Twitter data to define catchment areas for retail centres in part of the United Kingdom. However, to date, there has been very limited discussion of the use of GPS trajectory data to calibrate spatial interaction models to better understand the dynamics of consumer spatial behaviour. This paper fills this gap in the literature and heralds a new era of spatial interaction modelling by showing the potential to calibrate models with new forms of geocoded data which allow variations in behaviour to be modelled over very short time intervals allowing us to better understand the dynamics of consumer behaviour.
5. Preliminaries

In order to investigate the feasibility of using GPS movement data to calibrate spatial interaction models, a sample of 150 individuals in two towns in Fife, Scotland were asked to carry GPS tracking devices (i-Blue 747 ProS) for a period of seven consecutive days (further details about the data collection methodology, ethical approval and data processing can be found in Authors’ previous publication (2016). This generated 2,863,410 raw GPS points, with each location record containing participant ID, latitude, longitude, elevation, date and time. The data collection took place over a 4-month period in 2013 (September - December) and the movement data of 91 individuals in Dunfermline and 59 individuals in Glenrothes were tracked.

To extract information from these GPS traces, we filtered, pre-processed, segmented, classified and contextually enriched the data using a framework for mobility patterns analysis (travel mode and activity places) from a combination of GPS movement data and contextual information. The data processing schema (Figure 1) was designed following the methodologies of Yan et al. (2013) and Spaccapietra (2009).

Figure 1 somewhere here
Figure 1. Visual flowchart for GPS data processing. The idea for visualisation is obtained from Yan et al. (2013) and Spaccapietra (2009) with steps of data processing modified in order to contextually enrich GPS movement data for this study.

The collected GPS movement data were first cleaned and filtered to minimise the number of erroneous records (those with low precision caused by the satellites’ geometry). Then we segmented trajectories into homogeneous sub-trajectories using a procedure based on a new statistical measure implemented into a machine learning algorithm – a Spatio-Temporal Kernel Window developed by Authors (2016). Subsequently we applied a two-step feedforward neural network with a general backpropagation algorithm for segment classification; first to distinguish movement from non-movement segments and then to classify movement segments into specific travel modes (driving, walking, bus and train). The non-movement segments were
classified based on their importance to a user into “home” and set of significant locations such as “work”, “school”, “third place” and others which were compared to a Points/Places of Interest dataset (a combination of Ordnance Survey, OSM and self-created POI dataset) in order to contextually enrich them with functions such as: shopping, leisure, school/health or transport related.

From the semantically enriched trajectories we created individual trip chains for each participant which involved linking spatially and temporally interrelated trips (Zhao, Chua, & Zhao, 2012, p. 2). Each segment in the GPS dataset is labelled with either travel mode, possible activity or as an unidentified stop. By running a set of SQL queries, the travel chains can be retrieved. Using the trip chain structures, individual-thematic trips, such as commuting, shopping or leisure trips can be extracted. An example of the resulting database is given in Table 1.

Table 1. An example of a trip chain derived from GPS trajectories

<table>
<thead>
<tr>
<th>Participant_id</th>
<th>Start timestamp</th>
<th>Stop timestamp</th>
<th>Time spent [seconds]</th>
<th>Mode/purpose</th>
<th>Geographic unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>06:22</td>
<td>06:39</td>
<td>995</td>
<td>Home</td>
<td>Datazone A</td>
</tr>
<tr>
<td>8</td>
<td>06:58</td>
<td>15:25</td>
<td>30421</td>
<td>Work</td>
<td>Datazone B</td>
</tr>
<tr>
<td>8</td>
<td>15:42</td>
<td>15:55</td>
<td>780</td>
<td>Shopping</td>
<td>Datazone C</td>
</tr>
<tr>
<td>8</td>
<td>16:12</td>
<td>17:55</td>
<td>6169</td>
<td>Home</td>
<td>Datazone A</td>
</tr>
<tr>
<td>8</td>
<td>17:55</td>
<td>18:32</td>
<td>2236</td>
<td>Walk</td>
<td>Datazone A</td>
</tr>
<tr>
<td>8</td>
<td>18:32</td>
<td>20:21</td>
<td>6551</td>
<td>Home</td>
<td>Datazone A</td>
</tr>
<tr>
<td>8</td>
<td>20:25</td>
<td>20:29</td>
<td>210</td>
<td>Shopping</td>
<td>Datazone B</td>
</tr>
<tr>
<td>8</td>
<td>20:34</td>
<td>21:26</td>
<td>3133</td>
<td>Home</td>
<td>Datazone A</td>
</tr>
</tbody>
</table>

Places of residence were then aggregated to administrative units (datazones) to prevent privacy problems and so that it was possible to link the flow data with census variables. Finally, in order to calibrate a retail spatial interaction model, data are needed on distances between consumers and stores and on the size of stores or shopping centres. Road distances between
datazone centroids and either stores or shopping centres were obtained from the OpenStreetMap (OSM) road network in both Dunfermline and Glenrothes. A set of possible shopping alternatives in both towns was created from a self-created POI dataset which combined three different POI datasets: the Ordnance Survey POI dataset; the Google Maps POI set; and the OSM POI dataset. From this amalgamated POI database, we identified the main supermarkets and shopping centres in both towns. We created these retail locations as polygons rather than points in order to decrease incorrect linking of trajectories with a shopping destination. The distributions of the datazones and the retail stores for both towns are shown in Figure 2.

Figure 2 somewhere here
The size of each retailing opportunity is used as a measure of store attractiveness in the model and is created by obtaining a building floor area from the digitised building layer from OpenStreetMap as a proxy of retail area. The sites were verified with Google Street view to confirm retail activity and to identify whether retail area occupied more than one floor. Furthermore, to identify only the actual shopping trips we used opening times for shops to filter out retail-related trips from outside the time range.

Because the GPS data are time and date stamped, this provides the opportunity to calibrate models separately by time of the day, day of the week and for different weather conditions. In order to identify the weather conditions on different days for which the GPS traces were collected, we referred to the local weather conditions for Dunfermline and Glenrothes given by the website Weatherunderground (www.wunderground.com). This contains data on date, time, temperature, humidity, pressure, visibility, wind direction, wind speed and occurrences of rain.
at locations with meteorological stations nearest Dunfermline and Glenrothes (Edinburgh
airport and Leuchars, respectively)

6. Origin-destination matrices

Without further processing trip chains from GPS traces are useful and can provide valuable
information on people’s activity patterns. However this information is largely limited to
visualisations representing spatial patterns of activities along with some descriptive statistics.
To be of more use, the data need to be transformed into origin-destination matrices which then
can form the basis of calibrating spatial interaction models. Figure 3 represents an origin-
destination matrix for an interaction system with m origins and n destinations. The elements,
\( T_{ij} \), of this \((m \times n)\) matrix indicate the number of flows between origin \( i \) and destination \( j \). Each
row of the matrix represents flows from origin \( i \) and the columns represent flows into
destination \( j \). The total number of flows from origin \( i \) and the total flows into destination \( j \) are
given by the marginal totals, \( O_i \) and \( D_j \) respectively and the sum of all flows in the system is
given by \( T \).

Figure 3 somewhere here

For the calibration of models of retail behaviour, we use only the home-based shopping trips
derived from the trip-chaining individual datasets in accord with usual practice (Newing et al.,
2015). The GPS traces yielded 280 and 290 individual home-based shopping trips in
Dunfermline and Glenrothes respectively (Figure 4).
Figure 3: An example of origin-destination matrix.

Figure 4 somewhere here

Figure 4. Origin-Destination matrices for A- Dunfermline, B- Glenrothes

7. Results

The primary goal of this paper is to provide evidence that GPS data can be used to calibrate spatial interaction models. In doing so we also highlight the potential for calibrating more temporally disaggregate models to produce new insights into spatial decision-making. To
calibrate the models, we use the OD matrices derived from the GPS data of individual home-based shopping trips as described above and a python-based version of the SIMODEL-code (Williams & Fotheringham, 1984) called PySI. In order to compare the distance-decay parameter estimates between the two towns we used a power function of distance rather than an exponential form; the former allows consistent comparison of the estimates because they are elasticities and hence unaffected by scale.

We began by calibrating the origin-constrained spatial interaction model presented in equation (1) with shopping flow data to all stores in both towns. These results are shown in Table 2A which includes parameter estimates and standard errors from this calibration along with the r-squared value.

Table 2A and 2B  somewhere here

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dunfermline</th>
<th>Glenrothes</th>
</tr>
</thead>
<tbody>
<tr>
<td>R^2</td>
<td>0.776</td>
<td>0.711</td>
</tr>
<tr>
<td>α</td>
<td>0.635 0.074</td>
<td>8.542 0.000</td>
</tr>
<tr>
<td>β</td>
<td>-0.943 0.078</td>
<td>-12.038 0.000</td>
</tr>
</tbody>
</table>

α- trade area, β- distance decay parameter, *-insignificant

Table 2: Origin-constrained spatial interaction model calibrated for shopping trips from GPS trajectories. A- model calibrated for all the trips; B- model calibrated for a reduced set of trips.
For both towns, the estimated parameters for store size and distance are significant with a p-value < 0.001. The estimated store size parameters for Dunfermline and Glenrothes are 0.635 and 0.514, respectively, indicating that a store’s perceived attractiveness by consumers increases at a decreasing rate as size increases so there are diminishing returns to adding to a store’s size. The estimated distance decay parameters are -0.943 for Dunfermline and -0.921 for Glenrothes indicating a reasonably strong degree of distance-deterrence in shopping behaviour. These values are in line with results from the calibration of retail shopping models based on traditional survey data (Dolega et al., 2016; Nakaya et al., 2007). The predictive power of the calibrated models, represented by $R^2$, is 0.78 for Dunfermline and 0.71 for Glenrothes indicating that the model fits the data reasonably accurately. A difference in means test indicates suggests that there is a significant difference (p<0.0001) between the two store size parameters but no significant difference between the estimated distance-decay parameters (p=0.019).

In both towns there is a one dominant retail complex which is multifunctional and contains not only food but also bookstores, boutiques, pharmacies and other possible stores and the inclusion of this multipurpose centre in modelling purely grocery shopping is therefore likely to bias the results. For this reason we excluded the trips to the multifunctional centre in both towns and recalibrated the model. The removal of the two shopping centres reduced the number of flows to 174 in Dunfermline and 212 in Glenrothes. Table 2B contains the results obtained from calibrating the model with this reduced data set.

Again all the estimated parameters are significant with p-values < 0.001. When solely grocery trips are analysed, the size of the store becomes a more important factor for consumers in Glenrothes but not in Dunfermline. There is an increase in the strength of the distance-decay effect in both towns but more noticeably so in Glenrothes suggesting that trips to the large multipurpose centre in both towns are less constrained by distance than are pure grocery
shopping trips. The R-squared value is relatively unchanged for Glenrothes but increases to 0.82 for Dunfermline suggesting that here the model provides a more accurate representation of grocery decision-making that for general shopping. A difference of means test on both the estimates of the store size and distance-decay parameters suggest there is a significant difference in shopping behaviour in the two towns (p<0.0001) The predicted and observed flow patterns for both data sets in both towns are shown in Figure 4.

Figure 5: Observed and predicted flows from the initial models (all stores included).
5.1. A comparison of retail behaviour at weekends compared to during the week

An important feature of using GPS traces to study retail behaviour is the ability to examine behaviour at different times of the day or on different days during the week. Here, because of the relatively small sample size, we demonstrate this feature by comparing shopping patterns during the week and on the weekend\(^1\). For both towns we calibrate the spatial interaction model separately for the two origin-destination matrices representing flows that take place Monday to Friday and those which take place on either Saturday or Sunday. In all cases we use the full

\(^1\) In theory with GPS-derived data it is possible to calibrate spatial interaction models separately for each hour of the day or for periods such as rush hour and non-rush hour and also to disaggregate by consumer type.
set of retail stores. The results are given in Table 3 and indicate some interesting differences in retail behaviour. In both towns the perceived attractiveness of large stores is much greater at the weekend than during the week ($\alpha$ increases from 0.40 to 0.85 in Dunfermline and from 0.41 to 0.90 in Glenrothes) suggesting that shopping trips on the weekend either have more of a social component to them whereby larger stores offer greater opportunities for diverse types of shopping or that the shopping trips are longer and more products are bought. In Dunfermline the perception of distance as a deterrent to shopping increases at the weekend ($\beta$ decreases from -0.97 during the week to -1.22 at the weekend) whereas in Glenrothes there is relatively little distance deterrence at the weekends compared to during the week ($\beta$ increases from -1.00 during the week to -0.12 at weekends. In all comparisons of parameter estimates between weekday shopping and weekend shopping, the differences are significant at $p<0.0001$. The ability of the spatial interaction to replicate flows is slightly better when those flows take place during the week compared to on the weekend. The patterns of both observed and predicted flows for the weekend and during the week are shown in Figures 7 and 8.

**Table 3: Weekend versus weekday shopping behaviour**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Week</th>
<th></th>
<th></th>
<th></th>
<th>Weekend</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est. value</td>
<td>Std error</td>
<td>t-value</td>
<td>p-value</td>
<td>Est. value</td>
<td>Std error</td>
<td>t-value</td>
<td>p-value</td>
</tr>
<tr>
<td><strong>Dunfermline</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.788</td>
<td>0.670</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.394</td>
<td>0.095</td>
<td>9.449</td>
<td>0.000</td>
<td>0.850</td>
<td>0.156</td>
<td>5.447</td>
<td>0.000</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.968</td>
<td>0.041</td>
<td>-3.013</td>
<td>0.000</td>
<td>-1.218</td>
<td>0.151</td>
<td>-8.083</td>
<td>0.000</td>
</tr>
<tr>
<td><strong>Glenrothes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.611</td>
<td>0.568</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.406</td>
<td>0.046</td>
<td>0.308</td>
<td>0.000</td>
<td>0.900</td>
<td>0.095</td>
<td>9.449</td>
<td>0.000</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-1.001</td>
<td>0.147</td>
<td>-10.523</td>
<td>0.003</td>
<td>-0.124</td>
<td>0.041</td>
<td>-3.013</td>
<td>0.000</td>
</tr>
</tbody>
</table>

$\alpha$- trade area, $\beta$- distance decay parameter, *-insignificant
Figures 7 and 8 about here

a) Observed shopping flows in Dunfermline during the weekdays
b) Predicted shopping flows in Dunfermline during the weekdays
c) Observed shopping flows in Dunfermline during the weekends
d) Predicted shopping flows in Dunfermline during the weekends

Legend

Figure 7: Observed and predicted patterns of shopping during the week and on weekends in Dunfermline.
5.2. A comparison of shopping behaviour under different weather conditions

The effect of weather on consumer behaviour and spending has received only limited attention in the marketing literature (Bruyneel, Dewitte, Franses, & Dekimpe, 2005; Murray, Muro, Finn, & Leszczyc, 2010; Niemira, 2005) and to our knowledge has not received any attention when using GPS movement data in conjunction with spatial interaction models. Here we demonstrate how weather-specific spatial interaction models can be calibrated through the use of GPS-derived flow matrices. To do this we developed a methodology to assign weather conditions to each of the GPS points in the study area. Readings from meteorological station at Edinburgh Airport were used to annotate the GPS trajectories for Dunfermline and data from the meteorological station at the RAF base in Leuchars were used to assign weather conditions for each of the GPS trajectories in Glenrothes. These data were obtained through the wunderground.com website and the selection of these two meteorological stations was based on their proximity to the two towns. The weather data were collected in 30 minutes - 1 hour
intervals, so we “interpolated” the values to make them match the trajectory points which were collected for much finer time intervals. Figure 9 highlights the method of assigning the weather data (i.e. rain occurrence and wind speed) to each of the trajectories. The process of transferring weather condition values to a GPS point \((x_i; y_i; t_i)\) is based on the annotation of binary rain reading \(R\) (1 for the rain, 0 for no rain) and strength of the wind \(W\). Having a GPS point \(x_1\) from 17:59 which happens to be in between two weather readings from 17:50 (\(R=1, W=120\text{km/h}\)) and 18:20 (\(R=0, W=100\text{km/h}\)), we would assign the rain condition \(R_1\) to the time of the nearest weather reading, therefore \(R_1=1\) as \(R_{17:50}\). Wind values represented by \(W\) are calculated as an average of the two nearest readings to the time of the GPS point so \(W_1\) would be equal to an average between \(W_{17:50}\) and \(W_{18:20}\) which is \((120+100)/2=110\text{km/h}\).

**Figure 9 somewhere here**

![Figure 9: The process of assigning weather condition values to a GPS point \((x_i; y_i; t_i)\). \(R\) represents the binary rain reading (1 for the rain, 0 for no rain), \(W\) represents strength of the wind. Rain values are assigned to a GPS point based on the existence of rain in any of the two](image-url)
nearest readings. Wind values represented by W are calculated as an average of the two nearest readings to the time of the GPS point \((x_i; y_i)\).

Having assigned weather conditions to each trajectory and hence to each individual shopping trip, we were able to disaggregate the flow matrix in each town into four sub-matrices: one containing only those trips that took place when it was raining; one when it was dry; one containing only those trips when it was deemed very windy (wind speeds in excess of 35 km/h); and one containing trips taking place when the conditions were relatively still. A summary of the average distances in metres of shopping trips that took place under these four weather conditions is given in Table 4. In both towns shopping trips in both the rain and when it is windy are shorter on average than when it is not raining and not windy.

Table 4: Comparison of the mean observed distances [m] for the shopping trips during different weather conditions in the two towns.

<table>
<thead>
<tr>
<th>Town</th>
<th>Mean observed distance [m]</th>
<th>All trips</th>
<th>Trips in the rain</th>
<th>Trips with no rain</th>
<th>Trips when windy</th>
<th>Trips when no wind</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dunfermline</td>
<td>1641</td>
<td>1515</td>
<td>1924</td>
<td>1515</td>
<td>1746</td>
<td></td>
</tr>
<tr>
<td>Glenrothes</td>
<td>1600</td>
<td>1616</td>
<td>1832</td>
<td>1707</td>
<td>1784</td>
<td></td>
</tr>
</tbody>
</table>

*All home-based shopping trips within each city without disaggregating an OD matrix into sub-matrices based on weather condition.

The results of calibrating the retail spatial interaction model on each of the four origin-destination matrices including flows to the multipurpose shopping centre in both towns are given in Table 5. The results indicate that aspects of shopping behaviour do change according to weather conditions. For instance in both Dunfermline and Glenrothes shoppers are more attracted to larger stores and perceive distance to be more of a deterrent when it is raining (all comparisons of parameter estimates are significant at least at \(p=0.0017\)). Windy conditions also
have a significant impact on shopping behaviour. In both towns there is a significant increase
(p<0.0001) in distance decay under windy conditions. However, the results of varying wind
conditions on the attractiveness of large retail outlets is less convincing. Although in
Dunfermline there is a significant increase in the attractiveness of large stores when it is windy,
the reverse is the case in Glenrothes with a significant decrease in the attractiveness of large
stores (in both tests, p<0.0001).

Table 5 somewhere here

Table 5: Calibration results for different weather condition - full choice set of stores.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rain</th>
<th>No Rain</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Est. value</td>
<td>Std error</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.693</td>
<td>0.746</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.805</td>
<td>0.110</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-0.972</td>
<td>0.110</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.760</td>
<td>0.683</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.670</td>
<td>0.105</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-1.000</td>
<td>0.105</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Rain</th>
<th>No Rain</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R^2$</td>
<td>0.658</td>
<td>0.738</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.472</td>
<td>0.065</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-1.233</td>
<td>0.201</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.533</td>
<td>0.564</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.483</td>
<td>0.058</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-1.083</td>
<td>0.195</td>
</tr>
</tbody>
</table>

*-$\alpha$- trade area, $\beta$- distance decay parameter, *-insignificant

The above calibrations were repeated with the multipurpose shopping centre in each town
removed from the analysis. The results are given in Table 6. These results reinforce those
above. Under rainy and windy conditions, consumers tend to have a greater preference for larger stores and for stores in close proximity to their residences. This is most clearly seen in Glenrothes where the estimated distance-decay parameter is -0.86 in dry conditions and -2.06 in wet conditions. In still conditions, the estimated distance-decay parameter is -0.82 whereas in windy conditions it is -2.19. Similar, although less dramatic, effects are seen in Dunfermline. These results are important because they demonstrate the use of GPS-derived flow data to calibrate disaggregated spatial interaction models and that shopping behaviour varies according to weather conditions.

Table 6 about here

Table 6: Calibration results for different weather conditions - grocery only stores

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dunfermline</th>
<th>Glenrothes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Rain</td>
<td>No Rain</td>
</tr>
<tr>
<td>R^2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>α</td>
<td>0.778</td>
<td>0.484</td>
</tr>
<tr>
<td>β</td>
<td>-1.042</td>
<td>-1.017</td>
</tr>
<tr>
<td></td>
<td>0.123</td>
<td>0.129</td>
</tr>
<tr>
<td></td>
<td>6.302</td>
<td>-7.307</td>
</tr>
<tr>
<td></td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

α - trade area, β - distance decay parameter, *-insignificant
Comparing the above results with those from the set of destinations including the multipurpose centres, consumers in Glenrothes appear to be much more sensitive to weather conditions when it comes to deciding on choice of grocery store than consumers in Dunfermline. The estimated distance-decay parameters from Glenrothes become much more negative in rainy and windy conditions when the multipurpose shopping centre is removed from the analysis whereas the equivalent estimates for Dunfermline are much more stable. The observed and predicted flow patterns for Dunfermline shoppers under various weather conditions are shown in Figure 10 and the equivalent flows for Glenrothes are shown in Figure 11.

*Figure 10 and 11 about here*
Observed shopping flows in Dunfermline on windy days

Observed shopping flows in Dunfermline on non-windy days

Observed shopping flows in Glenrothes on rainy days

Predicted shopping flows in Glenrothes on rainy days

Observed shopping flows in Glenrothes on dry days

Predicted shopping flows in Glenrothes on dry days

Figure 10: Observed and predicted patterns of shopping in different weather conditions in Dunfermline
8. Discussion and conclusions

In this paper we introduce a framework for calibrating spatial interaction models using flows derived from GPS data. We focus on one type of model commonly employed in retailing – a production-constrained spatial interaction model—which we use to investigate shopping behaviour in two towns in Scotland, Dunfermline and Glenrothes. To demonstrate the potential of GPS traces for the calibration of spatial interaction models, we calibrate separate models for weekend shopping trips and weekday shopping trips and for shopping trips taking place in different weather conditions. For the latter, we designed a methodology to assign weather conditions to the GPS traces and then calibrated models for rainy versus dry conditions and for windy versus calm conditions. Significant differences in shopping behaviour were measured.
for both different periods of the week and under different weather conditions. To our knowledge, such differences have not been identified previously in the calibration of retail choice models because of a lack of suitable data. This study takes advantage of increasingly available GPS trajectory data to produce origin-destination flow matrices which are used to calibrate spatial interaction models.

One of the recurring issues with the use of GPS trajectories for studies about spatial behaviour is the `noisiness' of the data caused by the unpredictability of how the trackers were used. In our study, participants were asked to carry their fully charged trackers with them at all times. In practice, trackers occasionally ran out of charge for various reasons, participants forgot to take them with them for certain trips, and the trackers occasionally lose the GPS signal connection. These issues need to be addressed to increase the utility of such data but it would seem inevitable that as GPS-based tracking becomes more reliable and the traces become more available, this form of data collection will replace conventional methods for understanding human spatial behaviour. Because current GPS trackers have limitations regarding convenience and reliability, this study is only at the forefront of the use of such technology in the field of spatial interaction modelling and has clear limitations in terms of sample size and potential bias. However, as people become increasingly used to sharing their locational information and GPS trackers become more universal (such as through reporting apps on smart phones), these limitations will diminish in importance and the value added by having movement data which is time-stamped and spatially comprehensive will be increasingly recognised. GPS-based technology is changing how we are able to view and understand the world and how people interact with their environment. It is part of the broader concepts of 'Citizens as Sensors’, ‘Collective Sensing’ and ‘Citizen Science’ (Goodchild, 2007), in which “people act as non-technical sensors with contextual intelligence and comprehensive knowledge” (Resch, 2013, p. 393). GPS-based technology has already changed the world in
major ways: we now depend on it for navigation and for finding out information on our surroundings. It is not difficult to imagine a world in which everyone is a sensor relating information about our movement patterns and our environment to central repositories. We are just at the beginning of such developments. Hence, this paper is very timely. There is a need to understand the necessary steps involved in transforming raw GPS data from individuals into usable trip trajectories and origin-destination matrices and to understand the limitations and potential uses of such data. Consequently, although the methods and results discussed in this paper are drawn from rather crude and relatively small samples in a limited spatial context, two relatively small towns in Scotland, they have the potential to guide future analysis of movement patterns and spatial behaviour using volunteered geographic information.
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