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Abstract

We know that the model theory of modules leads to a way of obtaining definable categories of modules over a ring $R$ as the kernels of certain functors $(R\text{-Mod})^{\text{op}} \to \text{Ab}$ rather than of functors $R\text{-Mod} \to \text{Ab}$ which are given by a pp pair. This paper will give various algebraic characterisations of these functors in the case that $R$ is an artin algebra.

Suppose that $R$ is an artin algebra. An additive functor $G : (R\text{-Mod})^{\text{op}} \to \text{Ab}$ preserves inverse limits and $G|_{(R\text{-mod})^{\text{op}}} : (R\text{-mod})^{\text{op}} \to \text{Ab}$ is finitely presented if and only if there is a sequence of natural transformations $(-, A) \to (-, B) \to G \to 0$ for some $A, B \in R\text{-mod}$ which is exact when evaluated at any left $R$-module. Any additive functor $(R\text{-Mod})^{\text{op}} \to \text{Ab}$ with one of these equivalent properties has a definable kernel, and every definable subcategory of $R\text{-Mod}$ can be obtained as the kernel of a family of such functors.

In the final section a generalised setting is introduced, so that our results apply to more categories than those of the form $R\text{-Mod}$ for an artin algebra $R$. That is, our results are extended to those locally finitely presented $K$-linear categories whose finitely presented objects form a dualising variety, where $K$ is a commutative artinian ring.
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1 Introduction

The aim of this paper is to describe, in the context of artin algebras, the contravariant functors which arise from pp pairs in the model theory of modules. This provides an analogy with the relationship
between pp pairs and the covariant functors which arise from them. We will also describe the relationship between the contravariant and covariant functors which arise from pp pairs.

**Acknowledgements.** The author would like to thank his PhD supervisor Mike Prest for valuable comments and motivation. He would also like to thank Lorna Gregory for useful discussions and encouragement (especially for pointing out other work on dualising varieties) and Jeremy Russell for stimulating conversations.

### 1.1 Covariant functors which arise from pp pairs and definable subcategories

We begin by recalling the notion of a pp pair and the relationship between pp pairs and covariant functors.

For a ring $R$, we write $R^\text{-Mod}$ for the category of left $R$-modules, $\text{Mod}^\text{-}R$ for the category of right $R$-modules, $R^\text{-mod}$ for the category of finitely presented left $R$-modules, and $\text{mod}^\text{-}R$ for the category of finitely presented right $R$-modules.

Let $R$ be a ring. A **pp formula (in the language of left $R$-modules)** is a condition $\theta(x_1, \ldots, x_n)$ in the free variables $x_i$ of the form

$$\exists y_1, \ldots, y_m A \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} = B \begin{pmatrix} y_1 \\ \vdots \\ y_m \end{pmatrix}$$

where $A$ and $B$ are appropriately sized matrices with entries from $R$. For such a formula and any left $R$-module $M$, we can take the **solution set**

$$\theta(M) = \left\{ (a_1, \ldots, a_n) \in M^n : \exists b_1, \ldots, b_m \in M \text{ such that } A \begin{pmatrix} a_1 \\ \vdots \\ a_n \end{pmatrix} = B \begin{pmatrix} b_1 \\ \vdots \\ b_m \end{pmatrix} \right\} \subseteq M^n,$$

which is actually a subgroup of $M^n$. A **pp pair** $\varphi/\psi$ consists of pp formulas $\varphi$ and $\psi$, in the same free variables, such that $\psi(M) \subseteq \varphi(M)$ for any left $R$-module $M$ (although it is enough to check this condition on finitely presented modules [14, 1.2.23]).

For a pp pair $\varphi/\psi$ in the language of left $R$-modules, we denote the corresponding functor by $F_{\varphi/\psi} : R^\text{-Mod} \rightarrow \text{Ab}$, which takes a left $R$-module $M$ to the quotient group $\varphi(M)/\psi(M)$, where $\varphi(M)$ and $\psi(M)$ are, respectively, the solution sets of $\varphi$ and $\psi$ in $M$. The solution sets $\varphi(M)$ and $\psi(M)$ are subgroups of $M^n$ for some positive integer $n$, and the solutions pp formulas are preserved by homomorphisms, so $F_{\varphi/\psi}$ is defined on morphisms in the obvious way.

**Theorem 1.1.** (From [14] Subsection 10.2.8) For an additive functor $F : R^\text{-Mod} \rightarrow \text{Ab}$, the following are equivalent.

(a) $F$ preserves direct limits and is finitely presented when restricted to $R^\text{-mod}$.

(b) There is a sequence of natural transformations

$$\begin{array}{c}
(B, -) \\
(A, -) \\
\downarrow \\
F \\
\downarrow \\
0
\end{array}$$

which is exact when evaluated at any left $R$-module, where $A$ and $B$ are finitely presented left $R$-modules.

(c) $F \cong F_{\varphi/\psi}$ for some pp pair $\varphi/\psi$.

A **definable subcategory** of a module category $R^\text{-Mod}$ is the kernel of a family of additive functors $R^\text{-Mod} \rightarrow \text{Ab}$, each of which is given by a pp pair.

Part of the importance of definable subcategories of $R^\text{-Mod}$ is that they correspond to the closed subsets of a topological space which is an invariant of the category $R^\text{-Mod}$. The **Ziegler spectrum** of $R$ is a topological space $Z_{\mathcal{G}_R}$ whose set of points contains of element of each isomorphism class of the set of all indecomposable pure-injective left $R$-modules. The points of $Z_{\mathcal{G}_R}$ form a set (as opposed to a proper class, see [14, 4.3.38]). The closed sets of $Z_{\mathcal{G}_R}$ are those of the form $\mathcal{D} \cap Z_{\mathcal{G}_R}$.
for a definable subcategory $D \subseteq R\text{-Mod}$. A definable subcategory $D$ can be recovered from the set $D \cap Z_{R}(R)$ (see [14] 5.1.4).

Theorem [14] holds when $R$ is any ring, but suppose that $R$ is an artin algebra. Under this assumption, we will prove an analogous result which gives necessary and sufficient conditions for a functor $(R\text{-Mod})^{op} \to \text{Ab}$ to be given by a pp pair. Furthermore, we will show that any functor $(R\text{-Mod})^{op} \to \text{Ab}$ which satisfies these conditions has a definable kernel, and that every definable subcategory of $R\text{-Mod}$ can be obtained as the kernel of a family of such functors. Therefore, we have a new way of confirming definability of subcategories in this context. The algebraic characterisation of these contravariant functors allows for more streamlined proofs of the definability of certain subcategories (e.g. the argument for the definability of the subcategory of modules over a tubular algebra which are of a fixed slope in [11]).

### 1.2 Dualisation and predualisation of functors

A key ingredient in this paper is dualisation, so we now introduce that. Throughout this paper $K$ will denote a commutative artinian ring unless stated otherwise.

Let $J$ be the $K$-module

$$J = \bigoplus_{i=1}^{n} E(S_i)$$

where $\{S_i : i = 1, \ldots, n\}$ is a minimal set of representatives of the simple left $K$-modules and $E(S_i)$ denotes the injective hull of $S_i$ for each $i = 1, \ldots, n$. In particular, if $K$ is a field then $J \cong K$. Note that $J$ is an injective cogenerator of $K\text{-Mod}$ (see, for example, [2] 18.2, 18.15).

For a $K$-module $M$ we define its dual to be the $K$-module $M^* = \text{Hom}_K(M, J)$. For a linear map $f : M \to N$ between $K$-modules $M$ and $N$, we define its dual to be the induced linear map $f^* : N^* \to M^* : t \mapsto tf$.

For any $K$-module $M$, there is a canonical $K$-linear map $\eta_M : M \to M^{**}$ which sends an element $x \in M$ to the linear map $\eta_M(x) \in M^{**}$ given by $\eta_M(x)(f) = f(x)$ for all $f \in M^*$.

It is well known (see [5] I, II.3)) that, for any finitely generated $K$-module $M$, $M^*$ is finitely generated and the canonical map $\eta_M : M \to M^{**}$ is an isomorphism.

For a $K$-linear category $A$, consider an additive functor $F : A \to \text{Ab}$. It has a unique factorisation $F = UF'$ where $F' : A \to K\text{-Mod}$ is $K$-linear and $U : K\text{-Mod} \to \text{Ab}$ is the forgetful functor. That is, for every object $a \in A$, $Fa$ has a hidden $K$-module structure, and every morphism in $A$ is sent to a $K$-linear map. Therefore, we can make the following definition.

**Definition 1.2.** Let $A$ be a $K$-linear category and let $F : A \to \text{Ab}$ be an additive functor. The dual of $F$ is the functor $F^* : A^{op} \to \text{Ab}$ which sends an object $a \in A$ to $(Fa)^*$ and sends a morphism $(f : a \to b) \in A$ to the induced map

$$(Ff)^* : (Fb)^* \to (Fa)^*.$$ 

**Example 1.3.** If $A = R$, a $K$-algebra, in the previous definition, we recover the usual process of obtaining a right $R$-module $M^*$ from a left $R$-module $M$.

Since $J$ is a cogenerator of $K\text{-Mod}$, $M^* = 0$ iff $M = 0$ for any $K$-module $M$. This fact is crucial to later observations.

If $R$ is an artin algebra over $K$ then a left or right $R$-module is finitely generated if and only if it is finitely presented. It is finitely generated as a $K$-module. It follows that, for any finitely presented (left or right) $R$-module $M$, $M^*$ is also finitely presented and the canonical map $\eta_M : M \to M^{**}$ is an isomorphism of $R$-modules. Therefore, as is well known, there is an equivalence

$$(-)^* : (R\text{-mod})^{op} \to \text{mod-}R$$

with inverse

$$(-)^* : \text{mod-}R \to (R\text{-mod})^{op}.\)  

\[1\]In order to define the $K$-module structure on $Fa$ for an object $a \in A$, consider that each element $k \in K$ gives an endomorphism $k_1 : a \to a$, and hence a homomorphism $F(k_1) : Fa \to Fa$.
For a functor \( F : R\text{-Mod} \to \text{Ab} \) we define its predual \( F^* : (\text{Mod}\text{-}R)^{\text{op}} \to \text{Ab} \) to be the functor given by \( F^*(M) = F(M^*) \). Similar definitions can be made for a functor \( R\text{-mod} \to \text{Ab} \), \( \text{Mod}\text{-}R \to \text{Ab} \) or \( (\text{Mod}\text{-}R)^{\text{op}} \to \text{Ab} \).

Frequent use will be made of the following result.

**Lemma 1.4.** For any left \( R \)-module \( M \) and right \( R \)-module \( N \), there is an isomorphism

\[ (M, N^*) \cong (N \otimes M)^* \cong (N, M^*) \]

which are natural in \( M \) and \( N \).

**Proof.** Both isomorphisms are instances of the hom-tensor adjunction (see, for example, [2, 19.11]). Alternatively, one can show that \( (\text{Mod}\text{-}R)^{\text{op}} \to \text{Mod}\text{-}R \) and \( \text{Mod}\text{-}R \to (\text{Mod}\text{-}R)^{\text{op}} \) are given by dualisation (the unit of adjunction at \( M \in \text{Mod}\text{-}R \) is the canonical map \( M \to M^{**} \)).

**Remark 1.5** (A note for those who know about monads). The adjunction \( \Phi \dashv \Psi \) referred to in the proof of Lemma 1.4 can be shown to be weakly monadic or “weakly tripleable” (see [13, V.7 Exercises] and combine with [2, 18.1(d), 18.14(d)]). Thus double-dualisation gives a monad on \( \text{Mod}\text{-}R \) whose category of algebras is \( (\text{Mod}\text{-}R)^{\text{op}} \). This mitigates the absence of an equivalence \( \text{Mod}\text{-}R \cong (\text{Mod}\text{-}R)^{\text{op}} \), since dualisation gives a monadic functor \((-)^* : (\text{Mod}\text{-}R)^{\text{op}} \to \text{Mod}\text{-}R \).

Some of the results in this paper require the properties of tensor products of functors. We briefly summarise these.

**Definition 1.6.** For a small pre-additive category \( A \), and functors \( M : A \to \text{Ab} \) and \( N : A^{\text{op}} \to \text{Ab} \), their tensor product is given by the coend formula (see [13, IX.6] for ends and coends)

\[ N \otimes_A M = \int_{a \in A} (Na) \otimes (Ma) \in \text{Ab}. \]

**Remark 1.7.** If \( A \) is a \( K \)-linear category, then for any \( M \in A\text{-Mod} \) and \( N \in \text{Mod}\text{-}A \), \( N \otimes_A M \) is a \( K \)-module, and coincides with the coend \( \int_{a \in A} (Na) \otimes_K (Ma) \in K\text{-Mod} \).

This definition of tensor products is similar to that given in [13, IX.6] for \( \text{Set} \)-valued functors, and coincides with the definition given in [10].

**Lemma 1.8.** Let \( A \) be a small pre-additive category. For any additive functor \( F : A \to \text{Ab} \) and any object \( a \in A \), there is an isomorphism

\[ A(-, a) \otimes_A F \cong Fa \]

which is natural in \( F \) and \( a \).

**Proof.** See either [10, Proposition 1.1] or use universal properties of coends to verify that the morphisms \( A(b, a) \otimes_Z Fb \to Fa : f \otimes x \mapsto (Ff)x \) assemble to form an isomorphism \( A(-, a) \otimes_A F \to Fa \).

**Lemma 1.9.** Let \( A \) be a \( K \)-linear category and let \( M \in A\text{-Mod} \) and \( N \in \text{Mod}\text{-}A \) be given. There are isomorphisms

\[ (M, N^*) \cong (N \otimes_A M)^* \cong (N, M^*) \]

which are natural in \( M \) and \( N \).

**Proof.** See [10, Corollary 2.4]. One can also construct a proof by combining some well-known facts about the calculus of ends and coends [13, IX] with Lemma 1.4. 

4
1.3 The annihilator functor of a pp pair

Let $R$ be an artin algebra.

For a pp formula $\theta(x_1, \ldots, x_n)$ in the language of left $R$-modules, we will write $F_\theta : \text{R-Mod} \rightarrow \text{Ab}$ for the corresponding functor, and $F_\theta = F_\theta|_{\text{mod}}$. We also define the functor $A_\theta : (\text{R-Mod})^{\text{op}} \rightarrow \text{Ab}$ at a left $R$-module $M$ by

$$A_\theta(M) = \{ \overline{T} \in (M^*)^n : \overline{T} \cdot \overline{1} = 0 \text{ for all } \overline{1} \in \theta(M) \},$$

where for $\overline{T} = (f_1, \ldots, f_n) \in (M^*)^n$ and $\overline{a} = (a_1, \ldots, a_n) \in M^n$ we write $\overline{T} \cdot \overline{a}$ to denote the sum $\sum_{i=1}^n f_i(a_i)$. Furthermore, we define $A_\theta$ to be the restriction of $A_\theta$ to $(\text{R-Mod})^{\text{op}}$.

For a pp pair $\varphi/\psi$ in the language of left $R$-modules, we will write $F_{\varphi/\psi} = F_{\varphi} F_{\psi} : \text{R-Mod} \rightarrow \text{Ab}$ for the corresponding functor, and $F_{\varphi/\psi} = F_{\varphi/\psi}|_{\text{mod}}$. Note that $A_{\varphi}$ is a subfunctor of $A_{\psi}$, and so we may define $A_{\varphi/\psi} = A_{\varphi} / A_{\psi}$. We also define $A_{\varphi/\psi}$ to be the restriction of $A_{\varphi/\psi}$ to $(\text{R-Mod})^{\text{op}}$.

See Section $3.5$ for the relationship between these annihilator functors and Prest’s notion of duality for pp formulas. We call $A_{\varphi/\psi}$ the annihilator functor of $\varphi/\psi$.

It is known that a full subcategory $D$ of $\text{R-Mod}$ is definable iff there is some set $T$ of pp pairs in the language of left $R$-modules such that

$$M \in D \iff \forall \varphi/\psi \in T, A_{\varphi/\psi}M = 0$$

for all $M \in R$-Mod. This is due to the fact that, for any pp pair $\varphi/\psi$ and any left $R$-module $M$, $A_{\varphi/\psi}M = 0$ iff $F_{\varphi/\psi}M = 0$ (see $[14, 1.3.15]$). This motivates the desire to find algebraic characterisations of annihilator functors.

2 Contravariant functors

2.1 The main theorems

Now we have enough definitions to state the two main theorems. In this section $R$ will denote an artin $K$-algebra.

**Theorem 2.1.** Let $G : (\text{R-Mod})^{\text{op}} \rightarrow \text{Ab}$ be an additive contravariant functor. The following are equivalent:

(a) $G \cong F^*$ for some functor $F : \text{R-Mod} \rightarrow \text{Ab}$ which preserves direct limits and is finitely presented when restricted to $\text{mod}$.

(b) $G$ preserves inverse limits and is finitely presented when restricted to $(\text{R-Mod})^{\text{op}}$.

(c) There are finitely presented left $R$-modules $A$ and $B$ and a sequence of natural transformations

$$(-, A) \rightarrow (-, B) \rightarrow G \rightarrow 0$$

which is exact when evaluated at any left $R$-module.

(d) There is a sequence of natural transformations

$$G' \rightarrow G'' \rightarrow G \rightarrow 0$$

which is exact when evaluated at any left $R$-module, where the functors $G'$, $G'' : (\text{R-Mod})^{\text{op}} \rightarrow \text{Ab}$ preserve inverse limits and are finitely presented when restricted to $(\text{R-Mod})^{\text{op}}$.

(e) $G \cong F_*$ for some functor $F : \text{Mod-R} \rightarrow \text{Ab}$ which preserves direct limits and is finitely presented when restricted to $\text{mod-R}$.

(f) $G \cong A_{\varphi/\psi}$ for some pp pair $\varphi/\psi$ in the language of left $R$-modules.

**Theorem 2.2.** For any pp pair $\varphi/\psi$ in the language of left $R$-modules, $F_{\varphi/\psi}^* \cong A_{\varphi/\psi}$.

The proofs of these theorems are long because they have many different parts. To accommodate them, the proofs are contained Section $3$ along with some necessary background. To help the reader navigate Section $3$, the locations of key points of the proofs are given by the table below.
2.2 Examples of contravariant functors with definable kernels

Let $\mathcal{D}$ be a definable subcategory of $R\text{-Mod}$. Then

$$\mathcal{D} = \{ M \in R\text{-Mod} : FM = 0 \text{ for all } F \in S \}$$

where $S$ is a set of functors $R\text{-Mod} \rightarrow \text{Ab}$ each satisfying one of the equivalent conditions of Theorem 2.1. Then, for each $F \in S$ and each left $R$-module $M$, $\bar{F}^*(M) = 0$ if $\bar{F}M = 0$ if $M \in \mathcal{D}$. Therefore, we can express $\mathcal{D}$ as the kernel of a set of contravariant functors $(R\text{-Mod})^{op} \rightarrow \text{Ab}$, each of which satisfies one of the equivalent conditions listed in Theorem 2.1. (Of course, the kernel of a family of functors $(R\text{-Mod})^{op} \rightarrow \text{Ab}$ is, strictly speaking, a subcategory of $(R\text{-Mod})^{op}$, but here we refer to the corresponding subcategory of $R\text{-Mod}$.) Conversely, let $G : (R\text{-Mod})^{op} \rightarrow \text{Ab}$ be a functor satisfying any of the equivalent conditions in Theorem 2.1. Then $G \cong F^*$ for some functor $F$ which satisfies any of the equivalent conditions in Theorem 1.1. For any left $R$-module $M$, $GM = 0$ if $FM = 0$. Therefore the kernel of $G$ is definable. The family of definable subcategories of $R\text{-Mod}$ is closed under intersection, so the kernel of any family of such functors $(R\text{-Mod})^{op} \rightarrow \text{Ab}$ is definable.

**Example 2.4.** In this example it is shown that for any finitely presented left $R$-module $A$, $\text{Ext}^n(-, A) : (R\text{-Mod})^{op} \rightarrow \text{Ab}$ satisfies the equivalent conditions in Theorem 2.1 for all $n > 0$.

There is an exact sequence

$$0 \rightarrow L \rightarrow P \rightarrow A^* \rightarrow 0$$

where $P$ is a finitely generated projective right $R$-module and $L \in \text{mod-}R$. Therefore there is an exact sequence

$$0 \rightarrow A \rightarrow P^* \rightarrow L^* \rightarrow 0.$$ 

Note that $P^*$ is injective in $R\text{-Mod}$ since $(-, P^*) \cong (P, (-)^*) : (R\text{-Mod})^{op} \rightarrow \text{Ab}$ is exact because $P$ is projective in $\text{Mod-}R$. This induces a sequence of natural transformations

$$0 \rightarrow (-, A) \rightarrow (-, P^*) \rightarrow (-, L^*)$$

$$\text{Ext}^1(-, A) \rightarrow \text{Ext}^1(-, P^*) \rightarrow \text{Ext}^1(-, L^*)$$

$$\text{Ext}^2(-, A) \rightarrow \text{Ext}^2(-, P^*) \rightarrow \ldots$$
which is exact when evaluated at any left $R$-module.

Therefore, $\text{Ext}^1(-,A) : (R\text{-Mod})^{op} \to \text{Ab}$ satisfies condition (c) in Theorem 2.1. Also, for any $n > 0$, $\text{Ext}^{n+1}(-,A) \cong \text{Ext}^n(-,L^n)$.

Since $L^n$ is also a finitely presented left $R$-module, it follows by induction that for any $n > 0$, $\text{Ext}^n(-,A) : (R\text{-Mod})^{op} \to \text{Ab}$ satisfies condition (c) in Theorem 2.1.

**Example 2.5.** For any morphism $(f : A \to B) \in R\text{-mod}$, let $G_f : (R\text{-Mod})^{op} \to \text{Ab}$ be the functor defined by the exactness of the sequence

$$\begin{array}{c}
(-,A) \xrightarrow{(-,f)} (-,B) \xrightarrow{G_f} 0
\end{array}$$

when evaluated at any left $R$-module. For any left $R$-module $M$, $G_f M = 0$ iff $M$ is projective over $f$.

Since $G_f$ satisfies one of the equivalent conditions listed in Theorem 2.1, its kernel, gives a definable subcategory of $R\text{-Mod}$.

Furthermore, the subcategory $\mathcal{D}$ of $R\text{-Mod}$ which consists of the left $R$-modules which are projective over every epimorphism in $R\text{-mod}$ is a definable subcategory of $R\text{-Mod}$, since $\mathcal{D} = \{ M \in R\text{-Mod} : G_f M = 0 \text{ for all epimorphisms } f \in R\text{-mod} \}$. However, this is not a new definable subcategory: It is the category of flat left $R$-modules, which is known to be definable because $R$ is right coherent (see [14, 3.4.24]).

By Lemma 2.4, for any left $R$-module $M \in \mathcal{D}$, $(M, -) : R\text{-mod} \to \text{Ab}$ is exact, which implies that $(- \otimes M)^* \cong (M, -)^* : (R\text{-mod})^{op} \to \text{Ab}$ is exact and therefore $- \otimes M : R\text{-mod} \to \text{Ab}$ is exact. Therefore $\text{Tor}_r((-,M))_{\text{mod}-R} = 0$, which is to say that $M$ is flat.

### 2.3 Example: The contravariant projectively stable hom-functor

The Auslander-Reiten duality is an important tool in the representation theory of artin algebras, and is used to prove the existence of almost split sequences (see, for example, [3. IV.3]). Sometimes it is only given for finitely presented modules (i.e. the way it is presented at [3. IV.2.13]), but one can show that it holds when one variable is not necessarily finitely presented (i.e. as given by Krause in [12]). Let $R$ be an artin algebra throughout this section. As a longer example, we will use Theorem 2.1 to show how one can extend the Auslander-Reiten duality for finitely presented $R$-modules so that it holds with an arbitrarily large module in one variable.

For a left $R$-module $M$, let $M^t = \text{Hom}_R(M,R)$, which is a right $R$-module with $(fr)(x) = f(x)r$ for all $f \in M^t$, $x \in M$ and $r \in R$. For each $N \in R\text{-Mod}$, we have a functor $(-)^t \otimes N : (R\text{-Mod})^{op} \to \text{Ab}$. \n
**Proposition 2.6.** If $N$ is a finitely presented left $R$-module, then the functor $(-)^t \otimes N : (R\text{-Mod})^{op} \to \text{Ab}$ preserves inverse limits and is finitely presented when restricted to $(R\text{-mod})^{op}$.

**Proof.** Find positive integers $m$ and $n$ and a right exact sequence $R^m \to R^n \to N \to 0$. Then we have a sequence of natural transformations $(-)^t \otimes R^m \to (-)^t \otimes R^n \to (-)^t \otimes N \to 0$ which is exact when evaluated at any left $R$-module. Therefore, by Theorem 2.1, we need only prove that $(-)^t \otimes R$ satisfies these criteria, and indeed it does since $(-)^t \otimes R \cong (-,R)$.

**Definition 2.7.** For left $R$-modules $M$ and $N$, write $\text{Hom}_R(M,N) = (M,N)/P(M,N)$, where $P(M,N)$ denotes the group of maps $M \to N$ which factor through a projective left $R$-module.

**Theorem 2.8.** For any finitely presented left $R$-module $N$, the functor $\text{Hom}_R(-,N) : (R\text{-Mod})^{op} \to \text{Ab}$ preserves inverse limits and is finitely presented when restricted to $(R\text{-mod})^{op}$.

**Proof.** By the same proof as that of [3. IV.2.12], there is a sequence of natural transformations

$$\begin{array}{c}
(-)^t \otimes N \xrightarrow{\text{Hom}_R(-,N)} 0
\end{array}$$

which is exact when evaluated at any left $R$-module. By Theorem 2.1(d) and Proposition 2.6, this finishes the proof.
Corollary 2.9 (See [12] for an alternative proof.). Let $N$ be a finitely presented left $R$-module. For any left $R$-module $M$ there is an isomorphism

$$\text{Ext}^1(N,M)^* \cong \text{Hom}_R(M,\tau N)$$

which is natural in $M$ and $N$, where $\tau$ is the Auslander-Reiten translation.

Proof. This proof relies on a fact from Section 1 so the reader may wish to return to it later. By the Auslander-Reiten formula [3 IV.2.13], there is such a natural isomorphism for $M \in R\text{-mod}$. However, both $\text{Ext}^1(N,\text{−})^*$ and $\text{Hom}_R(\text{−},\tau N)$ preserve inverse limits (by [7] Corollary of Theorem 1] and Theorem 2.8], so by Theorem 2.3 they are, up to isomorphism, the same functor $(R\text{-Mod})^\text{op} \to \text{Ab}$. \hfill \Box

3 Background and proof of the main theorems

The main results are proven by a number of steps which require some background knowledge. We will go through the background in this section, and build up to proving the theorems. Throughout, let $R$ denote an artin algebra.

3.1 Finitely presented objects and locally finitely presented categories

This section is just background on finitely presented objects and finitely presented functors. An object $c \in C$ in an category $C$ is said to be finitely presented if $C(c,\text{−}) : C \to \text{Ab}$ preserves direct limits. Note that this does agree with the usual notions of finitely presented module and finitely presented functor, as stated in Theorem 3.2, Corollary 3.3, and Corollary 3.4.

Definition 3.1. [8] We say that an additive category $C$ is locally finitely presented if it has direct limits, every object of $C$ is the direct limit of a direct system of finitely presented objects, and $C^\text{op}$, the full subcategory of finitely presented objects in $C$, is skeletally small. (Note that we do not insist that $C$ is complete or cocomplete, so this is weaker than the notion of “locally finitely presented” in [11].)

For any small pre-additive category $A$, we write $A\text{-Mod}$ for the category of all additive functors $A \to \text{Ab}$, and we define $A\text{-mod} = (A\text{-Mod})^\text{op}$. We write $\text{Mod}\text{-}A = A^\text{op}\text{-Mod}$ and $\text{mod}\text{-}A = A^\text{op}\text{-mod}$.

Theorem 3.2. [8, Section 1.2] Suppose $A$ is a small additive category. Then $A\text{-Mod}$ is locally finitely presented, and $A\text{-mod}$ consists of those functors $F$ which appear in an exact sequence of the form $A(a,\text{−}) \to A(b,\text{−}) \to F \to 0$ for some $a,b \in A$.

Corollary 3.3. If $A$ is any small pre-additive category then $A\text{-Mod}$ is locally finitely presented, and $A\text{-mod}$ consists of those functors $F$ which appear in an exact sequence of the form $\bigoplus_{i=1}^m A(a_i,\text{−}) \to \bigoplus_{j=1}^n A(b_j,\text{−}) \to F \to 0$ for positive integers $m$ and $n$ and objects $a_1,\ldots,a_m,b_1,\ldots,b_n \in A$.

Proof. One can construct a small additive category $A^+$ which is freely generated by $A$: its objects are finite strings of objects from $A$ and its morphisms are matrices consisting of morphisms of $A$. The inclusion functor $A \to A^+$ induces an equivalence $A^+\text{-Mod} \to A\text{-Mod}$. Therefore $A\text{-Mod}$ is locally finitely presented and the finitely presented objects can therefore be found by applying this equivalence to those in $A^+\text{-Mod}$, hence the stated characterisation. \hfill \Box

Corollary 3.4. If $A$ is a ring then $A\text{-Mod}$ is locally finitely presented, and $A\text{-mod}$ consists of those modules $M$ which appear in an exact sequence of the form $A^m \to A^n \to M \to 0$ where $m$ and $n$ are positive integers.

Theorem 3.5. [8, 2.1] Let $A$ be an abelian category and let $P$ be a full additive subcategory of $A$ consisting only of projective objects. Let $P'$ be the full subcategory of $A$ consisting of all objects $a \in A$ for which there is an exact sequence $p \to q \to a \to 0$ with $p,q \in P$. Then the following hold.

(a) $P'$ is closed under extensions.
(b) $P'$ is closed under cokernels.

(c) If $P$ has the additional property that, for any morphism $(q \to r) \in P$ there is an exact sequence $(p \to q \to r) \in A$ with $p \in P$, then $P'$ is closed under kernels.

**Definition 3.6.** Let $A$ be a pre-additive category. A **weak cokernel** of a morphism $(f : a \to b) \in A$ is a morphism $(g : b \to c) \in A$ such that, for every object $x \in A$ the sequence

\[ A(c, x) \xrightarrow{A(g, x)} A(b, x) \xrightarrow{A(f, x)} A(a, x) \]

is exact. If every morphism in $A$ has a weak cokernel then we say that $A$ has **weak cokernels** or is with weak cokernels.

**Corollary 3.7.** For any small additive category $A$ with weak cokernels, $A\text{-mod}$ is an abelian subcategory of $A\text{-Mod}$.

**Corollary 3.8.** For any small pre-additive category $A$, $(A\text{-mod})\text{-mod}$ is an abelian subcategory of $(A\text{-mod})\text{-Mod}$.

**Corollary 3.9.** For any left coherent ring $R$, $R\text{-mod}$ is an abelian subcategory of $R\text{-Mod}$, and hence $\text{mod}(R\text{-mod})$ is an abelian subcategory of $\text{Mod}(R\text{-mod})$.

**Remark 3.10.** In particular, Corollary 3.6 applies to artin algebras, since all artin algebras are coherent.

**Lemma 3.11.** Let $C$ be a locally finitely presented additive category. Then the following hold.

(a) If $\alpha : F \to F'$ is a natural transformation between additive functors $F,F' : C \to \text{Ab}$ which preserve direct limits such that for all $c \in C^{\text{op}}$ the morphism $\alpha_c : Fc \to F'c$ is a monomorphism (respectively, an epimorphism) then for any $d \in C$ the morphism $\alpha_d : Fd \to F'd$ is a monomorphism (respectively, an epimorphism).

(b) If $\beta : G \to G'$ is a natural transformation between additive functors $G,G' : C^{\text{op}} \to \text{Ab}$ which preserve inverse limits such that for all $c \in C^{\text{op}}$ the morphism $\beta_c : Gc \to G'c$ has the property of being either a monomorphism (respectively, an isomorphism) then for any $d \in C$ the morphism $\alpha_d : Fd \to F'd$ is monomorphism (respectively, an isomorphism).

**Proof.** This follows directly from the fact that every object of $C$ is a direct limit of finitely presented objects and the fact that direct limits are exact and inverse limits are left exact and preserve isomorphisms (the same would hold if $\text{Ab}$ was replaced by any abelian category with exact direct limits).

**Lemma 3.12.** Let $F : C \to D$ be an additive functor from a locally finitely presented additive category $C$ to an additive category $D$ which has direct limits, and suppose $F$ preserves direct limits and sends finitely presented objects to finitely presented objects. If $F_{|_{C^{\text{op}}}} : C^{\text{op}} \to D$ is (fully) faithful then $F : C \to D$ is (fully) faithful.

**Proof.** Consider, for objects $a,b \in C$, the homomorphism

\[ F_{ab} : C(a,b) \to D(Fa, Fb) : f \mapsto Ff. \]

It is natural in $a$ and $b$, and when $a$ is finitely presented, the functors $C(a, -), D(Fa, F-) : C \to \text{Ab}$ preserve direct limits since $D(Fa, F-)$ is the composition of functors

\[ C \xrightarrow{F} D \xrightarrow{D(Fa, -)} \text{Ab}, \]

both of which preserve direct limits. Therefore, since, when $a$ and $b$ are finitely presented the map $F_{ab}$ is a monomorphism, it follows that $F_{ab}$ is a monomorphism if $a$ is finitely presented by Lemma 3.11.
We have just shown that, for any object \( b \in C \), the morphism \( F_{ab} \) is a monomorphism when \( a \) is finitely presented. The functors \( C(-, b), D(F-, Fb) : C^{\text{op}} \to \text{Ab} \) preserve inverse limits, since 
\[
D(F-, Fb) : C^{\text{op}} \to \text{Ab}
\]
of functors which preserve inverse limits.

It follows that \( F_{ab} \) is a monomorphism for any objects \( a, b \in C \) by Lemma 3.11. One can replace "monomorphism" by "isomorphism" throughout the proof.

**Definition 3.13.** Let \( C \) be a locally finitely presented functor and let \( F : C^{\text{fp}} \to \text{Ab} \) be an additive functor. We define the functor \( C(-, c) : C^{\text{op}} \to \text{Ab} \) by 
\[
C(\cdot, c) : C^{\text{op}} \to \text{Ab}
\]
which is natural in \( F \) and \( c \).

**Lemma 3.14.** Let \( C \) be a locally finitely presented category and let \( F : C^{\text{fp}} \to \text{Ab} \) be an additive functor. There is an isomorphism 
\[
\phi : F |_{C^{\text{fp}}} \cong F
\]
which is natural in \( F \) and \( c \).

**Proof.** For any \( d \in C^{\text{fp}} \), there is a morphism 
\[
C(d, c) \otimes_{\mathbb{Z}} Fd \to Fc : f \otimes x \mapsto (F d)x.
\]
By the universal property of tensor products, these assemble into a morphism 
\[
C(\cdot, c) |_{C^{\text{fp}}} \otimes_{C^{\text{fp}}} F |_{C^{\text{fp}}} \to Fc
\]
which is natural in \( F \) and \( c \). By the proof of Lemma 3.13 this is an isomorphism when \( c \) is finitely presented. Since \( F \) preserves direct limits, it follows from Lemma 3.11 that this natural transformation is an isomorphism for any \( c \in C \).

**Theorem 3.16.** Let \( C \) be a locally finitely presented category and let \( F : C^{\text{fp}} \to \text{Ab} \) be an additive functor. Then \( \phi : F |_{C^{\text{fp}}} \cong F \) is the unique additive functor which preserves direct limits and \( \phi : F |_{C^{\text{fp}}} \cong F \).

**Proof.** Suppose \( F' : C \to \text{Ab} \) is any other such functor. Then since \( F' \) preserves direct limits, by Lemma 3.15 there are isomorphisms 
\[
F' \cong F' |_{C^{\text{fp}}} \cong \phi,
\]
as required.

**Lemma 3.17.** Let \( C \) be a locally finitely presented category. If 
\[
F' \longrightarrow F \longrightarrow F''
\]
is an exact sequence in \( C^{\text{fp}} \text{-Mod} \) then the induced sequence 
\[
\phi \longrightarrow \phi \longrightarrow \phi
\]
is exact when evaluated at any object of \( C \).

**Proof.** This follows directly from the Definition 3.13 and the fact that, for any object \( c \in C \), the functor \( C(\cdot, c) |_{C^{\text{fp}}} \in \text{Mod-}C^{\text{fp}} \) is flat [8, Section 1.4].
3.2 Dualising a covariant representable functor

Remark 3.18. The functor $(-)^*: (K\text{-Mod})^{op} \to K\text{-Mod}$ preserves and reflects inverse limits. This can be seen by the fact that it is monadic (see Remark 1.5), and all monadic functors preserve and reflect all limits (see [13] VI.2, Exercises) for this. In particular, this implies that a functor $F: R\text{-Mod} \to Ab$ preserves direct limits iff its dual $F^*: (R\text{-Mod})^{op} \to Ab$ preserves inverse limits.

Lemma 3.19. [9 3.2.11] Let $M$ and $N$ be a left $R$-modules. There is a linear isomorphism

$$
\sigma_{MN}: M^* \otimes N \to (N, M)^*
$$

such that $\sigma_{MN}(f \otimes n)(g) = f(g(n))$ for all $f \in M^*$ and $n \in N$, which is natural in $M$ and $N$. Also, $\sigma_{MN}$ is an isomorphism when $N$ is finitely presented.

Corollary 3.20. For any finitely presented left $R$-module $N$, $(N, -)^* \cong (-)^* \otimes N$ as functors $(R\text{-Mod})^{op} \to Ab$.

Corollary 3.21. If a left $R$-module $N$ is finitely presented then the functor $(-)^* \otimes N : (R\text{-Mod})^{op} \to Ab$ preserves inverse limits and is finitely presented when restricted to $(R\text{-mod})^{op}$.

Proof. Since $(-)^* \otimes N \cong (N, -)^*$, it follows from Remark 3.18 that it preserves inverse limits. Therefore we need only show that it is finitely presented when restricted to $(R\text{-mod})^{op}$.

Choose a right exact sequence $R^n \to R^m \to N \to 0$ where $m$ and $n$ are positive integers. Since $\text{mod)-(R\text{-mod})}$ is closed under cokernels by Corollary 3.8 and by the fact that there is a right exact sequence $(-)^* \otimes R^m \to (-)^* \otimes R^n \to (-)^* \otimes N \to 0$, we need only show that $(-)^* \otimes R$ is finitely presented. Indeed, for each $M \in R\text{-Mod}$, we have isomorphisms $M^* \otimes R \cong M^* \cong (R, M^*) \cong (M, R^*)$ which are natural in $M$ by Lemma 1.4 so $(-)^* \otimes R \cong (-, R^*)$, which is finitely presented since $R^*$ is a finitely presented left $R$-module.

3.3 Duality of finitely presented functors

We have the usual duality of finitely presented modules $(-)^*: \text{mod-}R \cong (\text{mod-}R)^{op}$. This section looks at how it interacts with dualities of functors.

For any functor $F : R\text{-mod} \to Ab$, we define $dF : \text{mod-}R \to Ab$ to be the functor given by

$$(dF)M = (F, M \otimes -)$$

for every $M \in \text{mod-}R$. Thus we have a functor $d : ((\text{R-mod})\text{-Mod})^{op} \to (\text{mod-}R)\text{-Mod}$. This is discussed in [14] 10.3. In particular, if $F : R\text{-mod} \to Ab$ is finitely presented, then so is $dF$. Furthermore, there is, for any $F : R\text{-mod} \to Ab$, a canonical natural transformation $F \to d^2F$ which is an isomorphism when $F$ is finitely presented. From this comes an equivalence $((\text{R-mod})\text{-mod})^{op} \cong (\text{mod-}R)\text{-mod}$.

Proposition 3.22. If $F : R\text{-mod} \to Ab$ is finitely presented then its dual $F^*: (R\text{-mod})^{op} \to Ab$ is also finitely presented.

Proof. Find a morphism $f : A \to B$, with $A$ and $B$ finitely presented, such that $F$ is the cokernel of the induced map $(f, -) : (B, -) \to (A, -)$. Then $F^*$ is the kernel of the induced map $(f, -)^*: (A, -)^* \to (B, -)^*$. But, by Corollary 3.20 and Corollary 3.21 $(B, -)^*$ and $(A, -)^*$ are finitely presented, and so, since $(R\text{-mod})\text{-mod}$ is closed under kernels by Corollary 3.8 $F^*$ is finitely presented.

Remark 3.23. Proposition 3.22 and Remark 3.18 prove the (a) implies (b) part of Theorem 2.1.

Lemma 3.24. [6 6.1] For any right $R$-module $N$, the functor $N \otimes - : R\text{-mod} \to Ab$ is finitely presented iff $N$ is finitely presented.

Proposition 3.25. If $G : (R\text{-mod})^{op} \to Ab$ is finitely presented then its dual $G^*: R\text{-mod} \to Ab$ is also finitely presented.
Proposition 3.28. Find a morphism \( f : A \to B \), with \( A \) and \( B \) finitely presented, such that \( G \) is the cokernel of the induced map \((-, f) : (\cdot, A) \to (\cdot, B)\). Then \( G^* \) is the kernel of the induced map \((-, f)^* : (\cdot, B)^* \to (\cdot, A)^*\). But, by Lemma 3.19 and Lemma 3.21 \((\cdot, B)^* \cong B^* \otimes - \) and \((\cdot, A)^* \cong A^* \otimes - \) are finitely presented, and so, since \mod-(\R\text{-mod}) \ is closed under kernels by Corollary 3.20 \( G^* \) is finitely presented.

Corollary 3.26. For any finitely presented functor \( F : \R\text{-mod} \to \Ab \), the canonical natural transformation \( F \to F^{**} \) is an isomorphism.

For any finitely presented \( G : (\R\text{-mod})^{\text{op}} \to \Ab \), the canonical natural transformation \( G \to G^{**} \) is an isomorphism.

Therefore, there is an equivalence of categories \((-)^* : (\mod-(\R\text{-mod}))^{\text{op}} \to \mod-(\R\text{-mod})\) with pseudo-inverse \((-)^* : \mod-(\R\text{-mod}) \to (\mod-(\R\text{-mod}))^{\text{op}}\).

Proof. Since \( F \) is finitely presented, for any finitely generated left \( R \)-module \( M \), \( FM \) is a finitely generated \( K \)-module, and hence \( FM \to (FM)^{**} \) is an isomorphism. The proof for \( G \) is similar.

Remark 3.27. The proof that the operation \( d \) gives a duality of finitely presented functors (see 10.3) for a proof) relies on the fact that the injectives in \( (\R\text{-mod})^{\text{op}} \) are precisely the functors of the form \( M \otimes - \) for a finitely presented right \( R \)-module \( M \). This is true for any ring \( R \), but it is easier to prove if \( R \) is an artin algebra since we can use Lemma 3.14 and Corollary 3.20.

Proposition 3.28. For any finitely presented functor \( F : \R\text{-mod} \to \Ab \), there is an isomorphism \( F^* \cong (dF)^* \), which is natural in \( F \).

Proof. Note that, for any functors \( F : \R\text{-mod} \to \Ab \) and \( G : (\R\text{-mod})^{\text{op}} \to \Ab \), there is an isomorphism \( (F,G^*) \cong (G, F^*) \) which is natural in \( F \) and \( G \) by Lemma 3.19. It follows from this and Lemma 3.19 that there are isomorphisms

\[(dF)_*(M) = (dF)(M^*) = (F,M^* \otimes -) \cong (F,(-,M)^*) \cong ((-,M),F^*) \cong F^*M\]

which are natural in \( F \) and \( M \).

3.4 Extending contravariant functors along direct limits

Any functor \( \R\text{-mod} \to \Ab \) can be uniquely extended to a direct limit preserving functor \( \R\text{-Mod} \to \Ab \) by Theorem 3.10. Here we give a contravariant analogue of this result.

For any functor \( G : (\R\text{-mod})^{\text{op}} \to \Ab \), write \( \overset{\leftarrow}{G} : (\R\text{-Mod})^{\text{op}} \to \Ab \) for the functor given by

\[\overset{\leftarrow}{G}M = ((-,M),G)\]

at any left \( R \)-module \( M \) (the representable \((-,M)\) is to be read as a functor on \( (\R\text{-mod})^{\text{op}} \). Also, for any natural transformation \( \alpha : G \to G' \) in \( \mod-(\R\text{-mod}) \), write \( \overset{\leftarrow}{\alpha} : \overset{\leftarrow}{G} \to \overset{\leftarrow}{G'} \) for the induced natural transformation. By the Yoneda lemma, there is, for any \( G \in \text{Mod}-(\R\text{-mod}) \), an isomorphism \( \overset{\leftarrow}{G}\mid_{(\R\text{-mod})^{\text{op}}} \cong G \) which is natural in \( G \).

Lemma 3.29. For any additive functor \( G : (\R\text{-mod})^{\text{op}} \to \Ab \), \( \overset{\leftarrow}{G} : (\R\text{-Mod})^{\text{op}} \to \Ab \) preserves inverse limits.

Proof. The Yoneda embedding \( Y : \R\text{-mod} \to ((\R\text{-mod})^{\text{op}},\Ab) \) preserves direct limits. Therefore, the induced embedding \( Y^{\text{op}} : (\R\text{-Mod})^{\text{op}} \to ((\R\text{-mod})^{\text{op}},\Ab)^{\text{op}} \) preserves inverse limits. All representable functors preserve inverse limits. Therefore, since \( G \) is the composition

\[\overset{\leftarrow}{\text{Y}^{\text{op}}} : (\R\text{-mod})^{\text{op}} \to ((\R\text{-mod})^{\text{op}},\Ab)^{\text{op}} \to \Ab,\]

it does preserve inverse limits and, by the Yoneda lemma, it does restrict to \( G \) on \( (\R\text{-mod})^{\text{op}} \).
Lemma 3.30. For any functor $G : (\text{R-Mod})^{\text{op}} \to \text{Ab}$ which preserves inverse limits, and any left $R$-module $M$, there is an isomorphism

$$GM \cong \tilde{G}_{0}(M)$$

which is natural in $G$ and $M$.

Proof. There is a homomorphism

$$\theta_{M} : GM \to \langle -, M \rangle, G|_{(\text{R-Mod})^{\text{op}}}$$

defined by sending an element $x \in GM$ to the natural transformation $\alpha_{x} : \langle -, M \rangle \to G|_{(\text{R-Mod})^{\text{op}}}$ which, at any $L \in \text{R-mod}$, has the component

$$\alpha_{xL} : (L, M) \to GL : f \mapsto G(f)(x).$$

The map $\theta_{M}$ is natural in $M$, and, by the Yoneda lemma, it is an isomorphism when $M$ is finitely presented. Therefore, we have a natural transformation $\theta : G \to \tilde{G}_{0}(\text{R-Mod})^{\text{op}}$ which is an isomorphism when evaluated at finitely presented left $R$-modules. However, every left $R$-module can be written as a direct limit (i.e. an inverse limit in $(\text{R-Mod})^{\text{op}}$) of finitely presented left $R$-modules. Since both $G$ and $\tilde{G}_{0}(\text{R-Mod})^{\text{op}}$ preserve inverse limits, it follows from Lemma 3.11 that $\theta$ is an isomorphism. \qed

Theorem 3.31. Let $G : (\text{R-Mod})^{\text{op}} \to \text{Ab}$ be any additive functor. Then $\tilde{G}$ is the unique extension of $G$ to an additive functor $(\text{R-Mod})^{\text{op}} \to \text{Ab}$ which preserves inverse limits.

Proof. Lemma 3.29 shows that $\tilde{G}$ preserves inverse limits. We need only prove the uniqueness.

Let $G' : (\text{R-Mod})^{\text{op}} \to \text{Ab}$ be any other such functor. Since $G'|_{(\text{R-Mod})^{\text{op}}} \cong G$, by Lemma 3.30 we have $G' \cong \tilde{G}|_{(\text{R-Mod})^{\text{op}}} \cong \tilde{G}$. \qed

Proposition 3.32. Suppose that $G : (\text{R-Mod})^{\text{op}} \to \text{Ab}$ preserves inverse limits and is finitely presented when restricted to $(\text{R-Mod})^{\text{op}}$. Then $G \cong F^{*}$ for some functor $F : \text{R-Mod} \to \text{Ab}$ which preserves direct limits and is finitely presented when restricted to $\text{R-Mod}$.

Proof. Let $F = \tilde{G}_{0}^{0}$, the extension of $G_{0}^{0}$ to a functor $\text{R-Mod} \to \text{Ab}$ which preserves direct limits, where $G_{0}^{0} \cong G|_{(\text{R-Mod})^{\text{op}}}$. Then $F^{*}$ preserves inverse limits by Remark 3.18 and $F^{*}|_{(\text{R-Mod})^{\text{op}}} = (F_{\text{R-Mod}})^{*} \cong G_{0}^{*} \cong G_{0}$, so by Theorem 3.31 $F^{*} \cong G$. \qed

Remark 3.33. Proposition 3.32 shows that (b) implies (a) in Theorem 2.1

Lemma 3.34. For any finitely presented left $R$-module $A$, and any finitely presented right $R$-module $N$, there is an isomorphism $(N^{*}, A) \cong (A^{*}, N)$ which is natural in both $N$ and $A$.

Proof. By repeated use of Lemma 3.4 and the natural isomorphisms $A \cong A^{**}$ and $N \cong N^{**}$ (which are natural in $A$ and $N$ respectively),

$$(N^{*}, A) \cong (N^{*}, A^{**}) \cong (A^{*}, N^{**}) \cong (A^{*}, N)$$

which are natural in both $A$ and $N$.

Alternatively, one can use the fact that, for any functor $F : C \to D$, the maps $C(c, c') \to D(Fc, Fc')$ are natural in both variables. Therefore, by applying this to the equivalence $(-)^{*} : (\text{R-Mod})^{\text{op}} \to \text{mod-R}$ and using the isomorphism $N \cong N^{**}$ (natural in $N$) we obtain isomorphisms

$$(N^{*}, A) \cong (A^{*}, N^{**}) \cong (A^{*}, N)$$

which are natural in both $A$ and $N$. \qed

Lemma 3.35. For any finitely presented functor $G : (\text{R-Mod})^{\text{op}} \to \text{Ab}$, its predual $G_{*}$ is finitely presented.
Proof. Find \((f : A \to B) \in R\text{-mod}\) and a right exact sequence
\[
(-, A) \xrightarrow{(-, f)} (-, B) \longrightarrow G \longrightarrow 0
\]
Then for any \(N \in \text{mod}-R\), by Lemma 3.31, we have a commutative diagram
\[
\begin{array}{ccc}
(N^*, A) \xrightarrow{(N^*, f)} (N^*, B) & \longrightarrow & G(N^*) \longrightarrow 0 \\
\downarrow & & \downarrow \\
(A^*, N) \xrightarrow{(f^*, N)} (B^*, N)
\end{array}
\]
in which the vertical arrows are isomorphisms, both natural in \(N\). Therefore \(G_*\) is the cokernel of a morphism \(((A^*, -) \to (B^*, -)) \in (\text{mod}-R, \text{Ab})\), and so since both \(A^*\) and \(B^*\) are finitely presented, \(G_*\) is finitely presented.

**Proposition 3.36.** For any finitely presented functor \(G : (R\text{-mod})^{\text{op}} \to \text{Ab}\) and any left \(R\)-module \(M\), there is an isomorphism
\[
\overleftarrow{G} M \cong (G_*, - \otimes M)^*.
\]
which is natural in both \(G\) and \(M\).

**Proof.** Consider the functor \(F : R\text{-Mod} \to \text{Ab}\), defined by \(FM = (G_*, - \otimes M)\) for all \(M \in R\text{-Mod}\). Then \(F\) is the composition
\[
R\text{-Mod} \xrightarrow{T} (\text{mod}-R)\text{-Mod} \xrightarrow{(G_*, -)} \text{Ab}
\]
where \(T\) maps \(M \in R\text{-Mod}\) to \(- \otimes M \in (\text{mod}-R)\text{-Mod}\). Both \(T\) and \((G_*, -)\) preserve direct limits, and therefore \(F\) preserves direct limits. Note that \(F|_{R\text{-mod}} = d(G_*).

Now let \(G' = F^*\). By the proof of Theorem 3.31 there is an isomorphism \(G'|_{(R\text{-mod})^{\text{op}}} \cong G'\) which is natural in \(G'^*\), and hence in \(G\). We need only show that there is an isomorphism \(G'|_{(R\text{-mod})^{\text{op}}} \cong G\) which is also natural in \(G\). Indeed, by Proposition 3.28 we have the isomorphisms
\[
G'|_{(R\text{-mod})^{\text{op}}} = (d(G_*))^* \cong (d(d(G_*)))^* \cong G_* \cong G,
\]
each of which is natural in \(G\).

**Corollary 3.37.** Let
\[
G' \longrightarrow G'' \longrightarrow G \longrightarrow 0
\]
be a right exact sequence in \(\text{mod}-(R\text{-mod})\). The induced sequence
\[
\overleftarrow{G'} \longrightarrow \overleftarrow{G''} \longrightarrow \overleftarrow{G} \longrightarrow 0
\]
is exact when evaluated at any left \(R\)-module

**Proof.** The induced sequence
\[
G'_* \longrightarrow G''_* \longrightarrow G_* \longrightarrow 0
\]
is exact, and, for any left \(R\)-module \(M\), so is
\[
0 \longrightarrow (G_*, - \otimes M) \longrightarrow (G''_*, - \otimes M) \longrightarrow (G'_*, - \otimes M) .
\]
But then, since dualising preserves exactness, the sequence
\[
(G'_*, - \otimes M)^* \longrightarrow (G''_* , - \otimes M)^* \longrightarrow (G_* , - \otimes M)^* \longrightarrow 0
\]
is exact. However, this sequence is isomorphic to
\[
\overleftarrow{G'} M \longrightarrow \overleftarrow{G''} M \longrightarrow \overleftarrow{G} M \longrightarrow 0
\]
by Proposition 3.30 (and naturally so in \(M\)).
Lemma 3.38. For all left $R$-modules $M$ and $N$, there is an isomorphism $\left( -, N \right)(M) \cong (M, N)$ which is natural in $M$ and $N$.

Proof. By Lemma 3.32 and the Yoneda embedding, the functor $R\text{-Mod} \to \left( (R\text{-mod})^{op}, \mathbf{Ab} \right) : A \mapsto ( -, A )$ is fully faithful, and therefore there is an isomorphism

$$\left( -, N \right)(M) = \left( ( -, M ), ( -, N ) \right) \cong (M, N)$$

which is natural in $M$ and $N$.

Remark 3.39. We now show how to prove that (b) implies (c) in Theorem 2.1. Let $G : (R\text{-Mod})^{op} \to \mathbf{Ab}$ be given, and assume that $G_0 = G |_{(R\text{-mod})^{op}}$ is finitely presented. Then there is a morphism $(f : A \to B) \in R\text{-mod}$ and a right exact sequence

$$\left( -, A \right) \xrightarrow{(\sim-f)} \left( -, B \right) \longrightarrow G_0 \longrightarrow 0,$$

where the representable functors are read as functors on $(R\text{-mod})^{op}$. By Corollary 3.37 there is an induced sequence

$$\left( -, A \right) \xrightarrow{(\sim-f)} \left( -, B \right) \longrightarrow G_0 \longrightarrow 0,$$

which is exact when evaluated at any left $R$-module. However, by Lemma 3.38 $(\sim-f)$ is isomorphic to $( -, f ) : (-, A) \to (-, B)$, which is now read as a natural transformation between functors on $(R\text{-Mod})^{op}$, giving $G_0 \cong G$, so indeed we obtain a sequence as required by (c) in Theorem 2.1. Clearly (c) implies (d).

Remark 3.40. To prove that (d) implies (b) in Theorem 2.1 note that mod-$\left( (R\text{-mod})^{op} \right)$ is closed under cokernels, so certainly $G |_{(R\text{-mod})^{op}}$ is finitely presented. From Corollary 3.37 we see that $G$ is the extension of some finitely presented functor $(R\text{-mod})^{op} \to \mathbf{Ab}$ to a functor which preserves inverse limits.

Remark 3.41. To prove that (e) implies (e) in Theorem 2.1 take a sequence

$$\left( -, A \right) \xrightarrow{(\sim-f)} \left( -, B \right) \longrightarrow G \longrightarrow 0,$$

as described in (c). By the duality between finitely presented $R$-modules, there is an exact sequence

$$\left( -, A^{**} \right) \xrightarrow{(\sim-f^{**})} \left( -, B^{**} \right) \longrightarrow G \longrightarrow 0.$$

However, by Lemma 3.43 this gives an exact sequence

$$(A^*, (-)^*) \xrightarrow{(f^*, (-)^*)} (B^*, (-)^*) \longrightarrow G \longrightarrow 0.$$

However, this shows that $G \cong F_*$, where $F$ is the cokernel of the natural transformation $(f^*, -) : (A^*, -) \to (B^*, -)$, thus establishing (e).

These steps are essentially reversible, so (e) implies (c) in Theorem 2.1.

3.5 Annihilator functors and duality of pp pairs

So far, the dualities we have considered have been purely algebraic. However, there is a duality between pp formulas which corresponds to the equivalence $d : \left( (R\text{-mod})^{op} \right) \to \left( \text{mod}-R \text{-mod} \right)$.

For a $pp-n$-formula $\varphi(\overline{x}) = \exists \overline{y} \overline{A} \equiv \overline{B} \overline{r}$ in the language of left $R$-modules, its dual is defined to be the $pp-n$-formula in the language of right $R$-modules given by

$$(D\varphi)(\overline{x}) = \exists \overline{y} \left( \overline{x} \equiv \overline{y} {A} \land \overline{y} {B} \equiv \overline{0} \right).$$
There is a similar map sending \( \text{pp} \) formulas in the language of left \( R \)-modules to \( \text{pp} \) formulas in the language of right \( R \)-modules.

The operation \( \varphi \mapsto D\varphi \) provides a duality on the level of \( \text{pp} \) pairs, since \( \psi \leq \varphi \) implies \( D\psi \leq D\varphi \) and \( D\varphi \approx \varphi \) for all \( \text{pp} \) formulas \( \varphi \) and \( \psi \) in the language of left \( R \)-modules. In particular, to each \( \text{pp} \) pair \( \varphi/\psi \) in the language of left \( R \)-modules, we have a corresponding \( \text{pp} \) pair \( D\psi/D\varphi \) in the language of right \( R \)-modules. Thus, for a finitely presented functor \( F_{\varphi/\psi} : R\text{-mod} \to \text{Ab} \) given by a \( \text{pp} \) pair \( \varphi/\psi \), we have a corresponding functor \( D_{\psi/D\varphi} : \text{mod-} R \to \text{Ab} \). One can show, by using the short exact sequence resulting from [14, 10.3.6] and the snake lemma, that \( dF_{\varphi/\psi} \equiv D_{\psi/D\varphi} \).

**Remark 3.42.** The reason we consider this duality of \( \text{pp} \) formulas is the fact that \( A_\varphi(M) = \mathbb{F}_{D\varphi}(M^*) \) for any \( \text{pp} \) formula \( \varphi \) in the language of left \( R \)-modules and any left \( R \)-module \( M \) (see [14, 1.3.12]). Therefore

\[
A_{\varphi/\psi} = (\mathbb{F}_{D\psi/D\varphi})^*,
\]

which gives the next result immediately. It also proves that (e) is equivalent to (f) in Theorem 2.1.

**We have now proven Theorem 2.1.**

**Corollary 3.43.** For any \( \text{pp} \) formula \( \varphi \) in the language of left \( R \)-modules, the functor \( A_{\varphi/\psi} : (R\text{-Mod})^{\text{op}} \to \text{Ab} \) preserves inverse limits.

**Proof.** This follows directly from the observation that \( A_{\varphi/\psi} = (\mathbb{F}_{D\psi/D\varphi})^* \), from Theorem 1.1 and Theorem 2.1.

Let \( F : R\text{-mod} \to \text{Ab} \) be a finitely presented functor. On the surface, it seems like Proposition 3.28 showed that \( F^*\) can be expressed as the more complicated \((dF)^*\). However, a lot of information about \((dF)^*\) can be gotten from the model theory of modules, so in fact we can now refer to some results from there to learn about \( F^*\).

**Lemma 3.44.** Let \( F = F_{\varphi/\psi} : R\text{-mod} \to \text{Ab} \) be given by a \( \text{pp} \) pair \( \varphi/\psi \) (see introduction). Then \( F_{\varphi/\psi}^* \cong A_{\varphi/\psi} \).

**Proof.** By Proposition 3.28 it is enough to show that \((dF_{\varphi/\psi})^* \cong A_{\varphi/\psi}\). First, note that \( A_{\varphi}(M) = F_{D\varphi}(M^*) \) for any finitely presented left \( R \)-module \( M \) and that the same holds for \( \psi \). There are, by [14, 10.3.6], short exact sequences

\[
0 \longrightarrow F_{D\varphi} \longrightarrow (R^n, -) \longrightarrow dF_{\varphi} \longrightarrow 0
\]

\[
0 \longrightarrow F_{D\psi} \longrightarrow (R^n, -) \longrightarrow dF_{\psi} \longrightarrow 0.
\]

Combining these results gives us a commutative diagram

\[
\begin{array}{ccc}
0 & \longrightarrow & 0 \\
\downarrow & & \downarrow \\
0 & \longrightarrow & A_{\psi} \\
\downarrow & & \downarrow \\
0 & \longrightarrow & (R^n, (-)^*) \\
\downarrow & & \downarrow \\
0 & \longrightarrow & (dF_{\psi})^* \\
\downarrow & & \downarrow \\
0 & \longrightarrow & 0 \\
\end{array}
\]
with exact rows, and the snake lemma gives us a short exact sequence

\[ 0 \longrightarrow A_{\varphi} \longrightarrow A_{\psi} \longrightarrow (dF_{\varphi/\psi})^* \longrightarrow 0 \]

so \((dF_{\varphi/\psi})^* \cong A_{\psi}/A_{\varphi}\), as required. \(\square\)

**Corollary 3.45.** For any pp pair \(\varphi/\psi\), \(F^*_{\varphi/\psi} \cong \mathbb{H}_{\varphi/\psi}\).

**Proof.** It follows from the equivalence of (b) and (f) in Theorem 2.1 that \(\mathbb{H}_{\varphi/\psi}\) preserves inverse limits. Since Lemma 3.44 shows that \(F^*_{\varphi/\psi}\) and \(\mathbb{H}_{\varphi/\psi}\) agree on \((R\text{-mod})^{op}\), Theorem 3.31 shows that they agree on \((R\text{-Mod})^{op}\). \(\square\)

**Remark 3.46.** One can show directly, without using (f) in Theorem 2.1, that a functor of the form \(A_{\varphi}\) for a pp formula \(\varphi\) preserves inverse limits. This gives an alternative proof that the annihilator functor \(\mathbb{A}_{\varphi/\psi}\) of a pp pair \(\varphi/\psi\) preserves inverse limits, which goes as follows. We know that there is a sequence

\[ A_{\varphi} \longrightarrow A_{\psi} \longrightarrow A_{\varphi/\psi} \longrightarrow 0 \]

which is exact when evaluated at any left \(R\)-module. It follows from the equivalence of (b) and (d) in Theorem 2.1 that \(\mathbb{A}_{\varphi/\psi}\) preserves inverse limits.

### 4 Dualising locally finitely presented categories

Here we extend some of our results so that they apply to contravariant functors on more general categories than just \(R\text{-Mod}\) for an artin algebra \(R\). Let \(A\) denote a small, additive, \(K\)-linear category. Despite them not being precisely the same thing (though, they are isomorphic), we write \((A,K\text{-mod})^{op}\) for the category of functors \(A \to \text{Ab}\) for which \(F a\) is a finitely generated \(K\)-module for every object \(a \in A\), and similarly for \((A^{op},K\text{-mod})\). Clearly we have equivalences

\[ (A,K\text{-mod})^{op} \rightarrow (A^{op},K\text{-mod}) : F \mapsto F^{*} \]

\[ (A^{op},K\text{-mod})^{op} \rightarrow (A,K\text{-mod}) : G \mapsto G^{*}. \]

**Definition 4.1.** [4] A small, additive, \(K\)-linear category \(A\) is called a dualising variety (or dualising \(K\)-variety) if it satisfies each of the following:

(a) \(A\) is finite, which means that, for any objects \(a,b \in A\), the hom-set \(A(a,b)\) is a finitely generated \(K\)-module.

(b) It is a variety, which means that all idempotents split in \(A\) (it is also said that \(A\) is Karoubian or idempotent complete when this is the case).

(c) The equivalence

\[ (-)^* : (A^{op},K\text{-mod})^{op} \rightarrow (A,K\text{-mod}) \]

restricts to an equivalence \((\text{mod-A})^{op} \rightarrow A\text{-mod}\).

(d) The equivalence

\[ (-)^* : (A,K\text{-mod})^{op} \rightarrow (A^{op},K\text{-mod}) \]

restricts to an equivalence \((A\text{-mod})^{op} \rightarrow \text{mod-A}\).

**Remark 4.2.** In order for the definition of dualising variety to make sense, note that if \(A\) is finite then \(A\text{-mod}\) is a subcategory of \((A,K\text{-mod})\) and \(\text{mod-A}\) is a subcategory of \((A^{op},K\text{-mod})\).

**Remark 4.3.** If \(A\) is a dualising variety then so is \(A^{op}\).

**Theorem 4.4.** [4] 2.4] A finite variety \(A\) is a dualising variety if and only if it satisfies each of the following conditions.

(a) \(A\) and \(A^{op}\) have weak cokernels.
(b) For every object \( b \in A \) there is an object \( c \in A \) such that
\[
A(a,b) \to \text{Hom}_{A(c,c)}(A(c,a), A(c,b))
\]
is an isomorphism for every object \( a \in A \).

(c) For every object \( a \in A \) there is an object \( d \in A \) such that
\[
A(a,b) \to \text{Hom}_{A(d,d)}(A(c,b), A(c,a))
\]
is an isomorphism for every object \( b \in A \).

**Corollary 4.5.** If \( A \) is a dualising variety then \( A \)-mod is an abelian subcategory of \( A-\text{Mod} \) and \( \text{mod-}A \) is an abelian subcategory of \( \text{Mod-}A \).

**Proof.** This follows immediately from Theorem 4.4 and Corollary 3.7.

**Example 4.6.** It is clear from Section 3.3 that if \( R \) is an artin algebra then \( R \)-mod is a dualising variety.

**Example 4.7.** It follows from Theorem 4.4 that, for any artin algebra \( R \), \( R \)-proj, the category of finitely generated projective left \( R \)-modules, is a dualising variety (see [4, 2.5]).

**Theorem 4.8.** \([4, 2.6]\) If \( A \) is a dualising variety then so is \( A \)-mod.

Now we go on to see how these concepts give a strengthening of the main results.

**Definition 4.9.** We say that an additive \( K \)-linear category \( C \) is a \( \text{dlfp} \ K \)-linear category (or just \( \text{dlfp category} \) if \( C \) is locally finitely presented and \( C^{\text{fp}} \) is a dualising \( K \)-variety.

**Remark 4.10.** Here \( \text{dlfp} \) is an abbreviation for “dualising locally finitely presented”.

**Corollary 4.11.** If \( C \) is a \( \text{dlfp} \) category then so are \( C^{\text{fp}} \-\text{Mod} \) and \( \text{Mod-}C^{\text{fp}} \).

**Theorem 4.12.** Suppose \( C \) is a locally finitely presented category. Then for every additive functor \( G : C^{\text{fp}} \to \text{Ab} \), there is a unique functor \( \leftarrow^{-} G : C^{\text{op}} \to \text{Ab} \) which preserves inverse limits such that \( \leftarrow^{-} G |_{C^{\text{fp}}} \cong G \). In particular, \( \leftarrow^{-} G \) is given by
\[
\leftarrow^{-} G c = (C(-,c)|_{C^{\text{fp}}}, G).
\]

**Proof.** This is a straightforward generalisation of Theorem 3.31.

**Theorem 4.13.** Let \( C \) be a \( K \)-linear locally finitely presented category. For any additive functor \( F : C^{\text{fp}} \to \text{Ab} \) and any object \( c \in C \), there is an isomorphism
\[
\left( \leftarrow^{-} F c \right)^{\ast} \cong \leftarrow^{-} F^{\ast} c
\]
which is natural in \( F \) and \( c \).

**Proof.** By Lemma 1.8 there are isomorphisms
\[
\left( \leftarrow^{-} F c \right)^{\ast} = (C(-,c)|_{C^{\text{fp}} \otimes C^{\text{fp}}} F)^{\ast}
\cong (C(-,c)|_{C^{\text{fp}}}, F^{\ast})
\cong \leftarrow^{-} F^{\ast} c
\]
which are natural in \( F \) and \( c \).

**Corollary 4.14.** Let \( C \) be a \( \text{dlfp} \) category. For any finitely presented functor \( G : C^{\text{fp}} \to \text{Ab} \) and any object \( c \in C \), there is an isomorphism
\[
\leftarrow^{-} G c \cong \left( \leftarrow^{-} G^{\ast} c \right)^{\ast}
\]
natural in both \( c \) and \( G \).
**Proof.** Since $C^{\text{op}}$ is a dualising variety and $G$ is finitely presented, there is an isomorphism $G^{**} \cong G$ which is natural in $G$.

By Theorem 4.13 there are isomorphisms

$$\left( G^c \right)^* \cong G^{**} c \cong G c$$

which are natural in both $c$ and $G$. 

**Corollary 4.15** (Generalisation of Corollary 3.37). If $C$ is a dlfp category, $G, G', G'': C^{\text{pop}} \rightarrow \text{Ab}$ are finitely presented additive functors and

$$G' \rightarrow G'' \rightarrow G \rightarrow 0$$

is an exact sequence, then the induced sequence

$$\overset{c}{\rightarrow} G' \rightarrow \overset{c}{\rightarrow} G'' \rightarrow \overset{c}{\rightarrow} G \rightarrow 0$$

is exact when evaluated at any object in $C$.

**Proof.** Follows directly from Lemma 3.17 and Theorem 4.13.

We now have the following generalisation of (some parts of) Theorem 2.1, which follows by a similar argument.

**Theorem 4.16.** Let $C$ be a dlfp category and let $G : C^{\text{op}} \rightarrow \text{Ab}$ be any additive functor. The following are equivalent:

(a) $G \cong F^*$ for some functor $F : C \rightarrow \text{Ab}$ which preserves direct limits and is finitely presented when restricted to $C^{\text{op}}$.

(b) $G$ preserves inverse limits and is finitely presented when restricted to $C^{\text{pop}}$.

(c) There are objects $a, b \in C^{\text{op}}$ and a sequence of natural transformations

$$C(-, a) \rightarrow C(-, b) \rightarrow G \rightarrow 0$$

which is exact when evaluated at any object.

(d) There is a sequence of natural transformations

$$G' \rightarrow G'' \rightarrow G \rightarrow 0$$

which is exact when evaluated at any object, where the functors $G', G'' : C \rightarrow \text{Ab}$ preserve inverse limits and are finitely presented when restricted to $C^{\text{pop}}$.

**Corollary 4.17.** Let $C$ be a dlfp. Suppose $G : C^{\text{op}} \rightarrow \text{Ab}$ is an additive functor such that $G|_{C^{\text{pop}}}$ is finitely presented. If $G|_{C^{\text{pop}}} : C^{\text{pop}} \rightarrow \text{Ab}$ is faithful then $G$ is faithful.

If $a \in C^{\text{op}}$ is a cogenerator for $C^{\text{op}}$ then it is also a cogenerator for $C$.

**Proof.** By Theorem 4.10 $G \cong F^*$ for a functor $F : C \rightarrow \text{Ab}$ which preserves direct limits and is finitely presented when restricted to $C^{\text{op}}$. We can view $F$ as a functor $C \rightarrow K\text{-Mod}$. Since $F|_{C^{\text{op}}}$ is finitely presented and $C^{\text{op}}$ is a finite variety, it follows from Theorem 3.2 that $Fc$ is a finitely presented $K$-module.

The functor $F|_{C^{\text{op}}}$ is faithful, since for any morphism $f$ in $C^{\text{op}},$

$$Ff = 0 \Rightarrow (Ff)^* = Gf = 0 \Rightarrow f = 0.$$ 

It follows from Lemma 3.12 that $F$ is faithful. Therefore, for any morphism $g$ in $C,$

$$Gg = 0 \Rightarrow (Gg)^* = 0 \Rightarrow Fg = 0 \Rightarrow g = 0.$$ 

Therefore $G$ is faithful.

The second statement follows from the first by considering $G = C(-, a)|_{C^{\text{op}}}$. 

19
The “existence” statement in Theorem 4.16(a) can be strengthened to an “existence and uniqueness” statement by the following result.

**Proposition 4.18.** Let $C$ be a dlfp. Suppose $F_1 : C \to \text{Ab}$ is an additive functor which preserves direct limits and restricts to a finitely presented functor on $C^{op}$. If an additive functor $F_2 : C \to \text{Ab}$ is finitely presented when restricted to $C^{op}$ then

$$F_1^* \cong F_2^* \Rightarrow F_1 \cong F_2.$$  

**Proof.** By Remark 3.18, $F_1^* : C^{op} \to \text{Ab}$ preserves inverse limits, so again by Remark 3.18, $F_2$ preserves direct limits. Therefore, $F_1|_{C^{op}} \cong F_1|_{C^{op}}^* \cong F_2|_{C^{op}}^* \cong F_2|_{C^{op}}$, and so, by Theorem 3.10, $F_1 \cong F_2$. □

**Example 4.19.** In [8, 1.4], a one-to-one correspondence is established between small additive categories with split idempotents and locally finitely presented additive categories. This correspondence sends a small additive category $A$ with split idempotents to the category $\text{Flat-}A$ of all flat objects in $\text{Mod-}A$, and sends a locally finitely presented additive category to its category of finitely presented objects. The category of finitely presented objects in $\text{Flat-}A$ is the category of all finitely presented projectives in $\text{Mod-}A$. Therefore, for any module category, the category of flat modules is locally finitely presented, and the finitely presented projective modules are the finitely presented objects in the category of flat objects.

It follows from these facts and Example 4.7 that $\text{Flat-}R$ is a dlfp category when $R$ is an artin algebra.

**Remark 4.20.** The one-to-one correspondence mentioned in Example 4.19 induces a one-to-one correspondence between dualising varieties and dlfp categories (in the sense that two $K$-linear categories should be considered to be “the same” iff there is a $K$-linear equivalence between them).
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