Three-dimensional super-resolution correlation-differential confocal microscopy with nanometer axial focusing accuracy
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Abstract: We present a correlation-differential confocal microscopy (CDCM), a novel method that can simultaneously improve the three-dimensional spatial resolution and axial focusing accuracy of confocal microscopy (CM). CDCM divides the CM imaging light path into two paths, where the detectors are before and after the focus with an equal axial offset in opposite directions. Then, the light intensity signals received from the two paths are processed by the correlation product and differential subtraction to improve the CM spatial resolution and axial focusing accuracy, respectively. Theoretical analyses and preliminary experiments indicate that, for the excitation wavelength of $\lambda = 405$ nm, numerical aperture of $NA = 0.95$, and the normalized axial offset of $u_M = 5.21$, the CDCM resolution is improved by more than 20% and more than 30% in the lateral and axial directions, respectively, compared with that of the CM. Also, the axial focusing resolution important for the imaging of sample surface profiles is improved to 1 nm.
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1. Introduction

Confocal microscope (CM) is widely used in various scientific disciplines including physics, chemistry, biomedicine, and materials science, owing to its unique capabilities of optical sectioning and high spatial resolution imaging [1–5]. However, the CM resolution is limited by the diffraction effect to ~200 nm in the lateral direction and 500 nm in the axial direction, which is insufficient for a high spatial resolution imaging. Furthermore, the sample drift has a prominent effect on the CM imaging quality owing to the time-consuming scan method of the point-by-point and layer-by-layer modes.

In recent years, the super-resolution fluorescence imaging technology has been rapidly developed [5–12], and the spatial resolution of far-field optical microscopy have been improved to 50 nm, which is significant for chemical, biophysical, and biomedical applications. However, these super-resolution microscopy techniques can’t image non-fluorescently labeled samples, such as MEMS devices, lithography masks, and integrated circuit.

The research on non-fluorescent labeled high-resolution technology is in its initial stage and mainly includes two types. One is changing the optical structures, such as the 4Pi confocal microscopy [13–15], divided-aperture confocal microscopy (DACM) [16–18], confocal theta microscopy (CTM) [19–21], dual-axis confocal microscopy (DCM) [22–24], and confocal self-interference microscopy (CSIM) [25,26], these methods achieve high resolution, such as lateral 120 nm and axial 70 nm of 4 Pi confocal microscopy, 1.3μm and 2.1μm of DCM, but they use complicated structures and are not easy to operate. The other is a combination of CM and the existing super-resolution technology including the pupil filtering technique [27,28], tight focusing technique of a radially polarized light [29–31], super-resolution image restoration algorithm [32,33], structured illumination microscopy (SIM) [34–36], and imaging scanning microscopy (ISM) [37–41], these methods improve lateral resolution significantly but they cannot improve axial resolution simultaneously and cause a serious loss of light intensity. Therefore, the current methods is difficult to simultaneously improve the lateral and axial resolutions of the CM system by simple structural changes, which restrict their engineering applications in the field of practical research and production.

In the past few years, a method that employs non-classical statistics photon correlation to achieve a sub-diffraction-limited imaging has been proposed and verified in fluorescence microscope, CM, localization microscope, and SIM [42–44]. Nevertheless, the degrees of improvement of both lateral and axial resolutions have not been reported.

To improve CM’s spatial resolution and sample axial focusing accuracy [45], a novel method called correlation-differential confocal microscopy (CDCM) has been proposed based on the classical photon correlation measurement technique, which provides a nano-precision sample tracking capability and high spatial resolution. CDCM divides the CM imaging light path into two paths, where the detectors are before and after the focus with an equal axial offset in opposite directions. Then, the light intensity signals simultaneously received from these two paths are processed by correlation product and differential subtraction to improve the CM’s spatial resolution and axial focusing accuracy respectively, thereby achieving the axial tracking and focusing on the sample at nanometer level. Compared with other non-fluorescent labeled high-resolution technology, such as 4Pi confocal microscopy, DACM, CTM, DCM, and CSIM, CDCM has a simple structure. Therefore, CDCM is a potential method to be used in many fields, such as chemistry, microelectronics, and material science physics

2. Principles

As illustrated in Fig. 1, the measurement principle of CDCM is described as follows. CDCM divides the confocal microscopy light into imaging path before the focus in Fig. 1(a) (dash-dotted area) and imaging path after the focus in Fig. 1(b) (the dashed area). The beam emitted from the laser passes through a beam expander (BE) and polarization beam splitter
(PBS). The p-polarized light transmits PBS, passes through a quarter-wave plate (QWP) and then is focused onto the sample (S) by the objective L o. The reflected light transmits along the original light path and passes through the BS1 after being reflected by the PBS, and then, is divided into two components by a 5:5 beam splitter (BS2). These two components are focused by the converging lenses L1 and L2 with the same parameters and detected by the detectors D1 and D2 close to the pinholes P1 and P2, respectively. P1 is before the focal plane of L1 with a distance of -uM. P2 is after the focal plane of L2 with a distance of +uM. The gray background area in Fig. 1(c) illustrates the light path diagram in CM to compare with CDCM.

When the sample S is scanned, the intensity response signals received by detectors D1, D2, and D3 are \( I_A(v, u, -u_M) \), \( I_B(v, u, +u_M) \), and \( I_C(v, u) \), respectively. They can be expressed as Eqs. (1)-(3):

\[
I_A(v, u, -u_M) = \left| h_i(v, u) \right|^2 \left[ h_c(v, u, -u_M) \right]^2 \otimes D(v) \quad (1)
\]

\[
I_B(v, u, +u_M) = \left| h_i(v, u) \right|^2 \left[ h_c(v, u, +u_M) \right]^2 \otimes D(v) \quad (2)
\]

\[
I_C(v, u, u_M=0) = \left[ h_i(v, u) \right]^2 \left[ h_c(v, u, u_M=0) \right]^2 \otimes D(v) \quad (3)
\]

Where \( h_i \) is the illumination point spread function, \( h_c \) is the collection point spread function, and \( D(v) \) is the normalized intensity response function of detector, \( h_i \), \( h_c \), and \( D(v) \) can be expressed as Eqs. (4)-(6):

\[
h_i(v, u) = \int_0^{a_0} J_0(y \sin \theta \sin a_0) e^{i y \sin^2 \theta / 2} \sin \theta \sqrt{\cos \theta} d\theta \quad (4)
\]

\[
h_c(v, u, z) = \int_0^{a_0} J_0(y \sin \theta \sin a_0) e^{i y \sin^2 \theta / 2} \sin \theta \sqrt{\cos \theta} d\theta \quad (5)
\]
$ D(v) = \delta(u_M) \begin{cases} 1, & v \leq v_D \\ 0, & \text{else} \end{cases} \quad (6)$

where $J_0$ is the zero-order Bessel function, $v$ is the optical normalized coordinate of the lateral coordinate $r$ ($r^2 = x^2 + y^2$) in the object space ($v = 2\pi r \sin(\alpha_d)/\lambda$), $u$ is the optical normalized coordinate of the axial coordinate $z$ in the object space ($u = 8\pi r \sin^2(\alpha_d)/\lambda$), $u_M$ is the normalized optical offset of the detector axial off-focus offset $M (u_M = 8\pi M \sin^2(\alpha_d)/\lambda)$, $\lambda$ is the wavelength of the laser, $\alpha_0$ is the semi-numerical aperture angle of the objective $L_o$, $\alpha_d$ is the semi-numerical aperture angle of the converging lenses $L_1$, $L_2$, and $L_3$, and $v_D$ is the normalized radius of the pinholes radius $r_D (v_D = 2\pi r_D \sin(\alpha_d)/\lambda)$.

The intensity responses $I_A(v, u, -u_M)$, $I_B(v, u, + u_M)$, and $I_C(v, u)$ are shown in Figs. 1(e), 1(f), and 1(d), respectively. It can be seen from Fig. 1 that when the detectors $D_1$ and $D_2$ were out of the focal plane of the converging lens, the intensity responses $I_A(v, u, -u_M)$ and $I_B(v, u, + u_M)$ shifted from the intensity response $I_C(v, u)$, and the offset was determined by $u_M$. The peak intensities of the axial off-focus intensity responses $I_A(v, u, -u_M)$ and $I_B(v, u, + u_M)$ are weaker than that of the on-focus intensity response $I_C(v, u)$, but their shapes are consistent.

To improve CM’s spatial resolution and axial focusing accuracy, we processed intensity responses $I_A(v, u, -u_M)$ and $I_B(v, u, + u_M)$ by a correlation product and differential subtraction. Here, correlation is defined as the intensity product of two signals with equal reverse offsets. The intensity responses $I_B(v, u, u_M)$ and $I_A(v, u, u_M)$ can be expressed as Eqs. (7)-(8).

$$ I_A(v, u, u_M) = I_A(v, u, -u_M) \times I_B(v, u, -u_M) \quad (7) $$

$$ I_B(v, u, u_M) = I_A(v, u, -u_M) - I_B(v, u, -u_M) \quad (8) $$

Figure 2(a) shows intensity response $I_B(v, u, u_M)$ obtained using the differential subtraction of intensity responses $I_A(v, u, -u_M)$ and $I_B(v, u, + u_M)$. It can be seen from Fig. 2(a) that $I_B(v, u, u_M)$ has a positive and negative bipolar responses and has a large slope at the zero-crossing point precisely corresponding to the focal plane of the objective, it means that CDCM has a better axial focusing accuracy than CM. Figure 2(b) shows intensity responses $I_A(v, u, -u_M)$ and $I_B(v, u, + u_M)$. Figure 2(c) shows intensity response $I_A(v, u, u_M)$ obtained by a correlation product processing of intensity responses $I_A(v, u, -u_M)$ and $I_B(v, u, + u_M)$. It can be seen from Fig. 2(c) that the width of the main lobe of the CDCM intensity response $I_A(v, u, u_M)$ decreased both in $u$-axial and $v$-lateral direction owing to the product, it means that CDCM has a higher spatial resolution than CM.

In the imaging process of CDCM, two imaging mode of CDCM-correlation mode and CDCM-differential mode can be selected. The CDCM-correlation mode measures the sample by a point-by-point and layer-by-layer scan with the extreme point of the CDCM intensity response $I_A(v, u, u_M)$. The CDCM-differential mode measures the sample by a single layer scan with the linear segment of the CDCM intensity response $I_B(v, u, u_M)$. The CDCM-correlation mode can improve the CM’s axial and lateral resolutions and the CDCM-
differential mode can improve the CM’s axial focusing resolution. These two modes can be combined to improve the spatial resolution of CM.

3. Simulation analysis

To evaluate the CDCM’s property, the improvements of the lateral resolution, axial resolution and axial focusing accuracy are simulated, where the axial measuring accuracy is defined as the sample axial position measuring accuracy of an optical system. Assuming that the excitation wavelength $\lambda = 405$ nm, the numerical aperture of the objective $Lo$ is $NA = 0.95$, $\nuD = 3$, and $uM = 5.21$ for Eqs. (1)-(6), and the system signal to noise ratio (SNR) is 200:1, the simulations are shown in Figs. 3-5.

To evaluate the CDCM’s improvement of lateral resolution, we simulate the lateral edge intensity response of a height-step. The height of the step is

$$ h(r) = \begin{cases} 8, & r > 0 \\ 0, & r < 0 \end{cases} $$

where $r$ is the lateral position of the step. The objective is focused at $h = 8$, and the intensities $I_A$, $I_B$, and $I_C$ for $r \in (-0.4, 0.4)$ are shown in Fig. 3.

The rising edge width of the lateral edge intensity response is determined by the lateral resolution of imaging system, and the rising edge width is narrower, the lateral resolution is better. Here, we define the lateral interval corresponding to the normalized intensity from 0.2 to 0.8 as the rising edge width to evaluate the lateral resolution improvement. It can be seen from Fig. 3(a) that the rising edge widths $W(rC)$ for CM and $W(rR)$ for CDCM are $W(rC) = 0.197 \mu m$ and $W(rR) = 0.142 \mu m$, respectively. This means that the lateral resolution of CDCM is improved by 27.9%, compared with that of CM.

To evaluate the CDCM’s improvement of axial resolution, we simulate the axial intensity responses $I_A(0, z, -uM)$, $I_B(0, z, +uM)$, and $I_C(0, z)$, in axial direction using Eqs. (1)-(6). The simulation results are shown in Fig. 4.
The width of the axial intensity response’s main lobe is determined by the axial resolution of imaging system, and the main lobe’s width is narrower, the axial resolution is better. It can be seen from Fig. 4(b) that the main lobe widths of the CDCM and CM axial intensity responses are \( \Delta z_R = 0.557 \mu m \) and \( \Delta z_C = 0.940 \mu m \), respectively. This means that the axial resolution of CDCM is improved by 40.7%, compared with that of CM.

The simulation results of axial focusing intensity response \( I_C(0, z) \) for CM and axial focusing intensity response \( I_D(0, z, u_M) \) for CDCM-differential imaging mode obtained by Eqs. (1)-(6) are shown in Fig. 5. It can be seen from Fig. 5(a) that the zero-crossing point \( O \) exactly corresponding to the focus point of the CDCM system is in the middle of the most sensitive linear segment of \( I_D(0, z, u_M) \), and the zero-crossing point \( O \) and its linear segment near point \( O \) have a large slope, which means that the intensity responses near point \( O \) are very sensitive to variations of the axial position and could be used for the high-precision focusing and measurements on the sample surface. The CM focusing process is conducted by the peak of the bell-shaped axial intensity response curve \( I_C(0, z) \). The slope of the peak position is zero, which means that the intensity responses near the peak position are very insensitive to variations of the axial position and are not suitable for high precision focusing. As shown in Fig. 5(b), for the same intensity variations \( \Delta I_C = 1/200 \) and \( \Delta I_D = 1/200 \), the axial position variations of CM and CDCM are \( \Delta z = 0.8nm \) and \( \Delta z = 10nm \), respectively. Therefore, the CDCM axial focusing and measurement capabilities are significantly improved owing to its best sensitivity and linearity near the zero-crossing point.

4. Experimental setup and analysis

The above theoretical simulations indicate that CDCM significantly improved the spatial resolution and axial focusing accuracy of CM. To further verify the CDCM effectiveness, a
CDCM experimental device was constructed based on the schematic shown in Fig. 1. A semiconductor laser with a wavelength of 405 nm (Thorlabs Inc. CPS405) was used as the light source, a two-dimensional piezoelectric ceramic nano-positioning system (PI Inc. P542) with a closed-loop resolution of 0.4 nm was used as the lateral sample scanning stage, a piezoelectric ceramic nano-focusing z-driver (PI Inc. P725) with a closed-loop resolution of 0.75 nm was used as z-axis scanning device, a 50 × flat-field apochromatic objective lens (OLYMPUS) with pupil diameter of 6.8mm and NA of 0.95 was used as the objective, and three identical doublet achromatic lenses with a focal length of 175 mm were used as the converging lenses L1, L2, and L3. The diameter of pinholes P1, P2, and P3 (NewPort) was 20 μm. The normalized off-focus offset $u_M$ was 5.21, and the corresponding actual off-focus offset $M$ was 890 μm.

Fig. 6. (a) Measured CDCM and CM lateral edge intensity responses. (b) CDCM and CM normalized lateral edge intensity responses $I_{R}(r, 0, -M)$ and $I_{C}(r, 0)$.

To evaluate CDCM’s lateral resolution, we employed the CDCM and CM systems to scan the straight edge of a grid sample coated with a Co reflecting film. We measured the same position of the grid sample 10 times. The measured CDCM and CM lateral edge intensity responses $I_{A}(r, 0, -M)$, $I_{D}(r, 0, +M)$, $I_{C}(r, 0)$, and $I_{D}(r, 0, M)$ are averaged over 10 measurements and the standard deviations for this 10 measurements are given in the form of the error bar, shown in Figs. 6(a) and 6(b). The normalized lateral edge intensity responses $I_{D}(r, 0, M)$ and $I_{C}(r, 0)$ are shown in Fig. 6(b). As shown in Fig. 6(b), the average number of rising edge widths of CDCM and CM lateral edge intensity responses are $W_{r} = 0.153 \mu m$ and $W_{r} = 0.206 \mu m$, respectively, and the lateral resolution of CDCM is improved by 25.7%, compared with that of CM, which is in good agreement with the simulation results shown in Fig. 3(b).

Fig. 7. (a) Measured CDCM and CM axial intensity responses. (b) CDCM and CM normalized axial intensity responses $I_{A}(0, z, -M)$ and $I_{C}(0, z)$.

To evaluate CDCM’s axial resolution, we employed the CDCM and CM systems to scan a mirror along the optical axis. The measured axial intensity responses $I_{A}(0, z, -M)$, $I_{D}(0, z, +M)$, and $I_{C}(0, z)$ are shown in Fig. 7(a). The normalized axial intensity responses $I_{D}(0, z, M)$ and $I_{D}(0, z, M)$ are shown in Fig. 7(b). Figure 7(b) shows that the main lobe widths of axial
intensity responses $I_R(0, z, M)$ and $I_C(0, z)$ are $\Delta z_R = 0.599 \ \mu m$ and $\Delta z_C = 0.912 \ \mu m$, respectively, and the axial resolution of CDCM was improved by 34.3%, compared with that of the CM, which is in good agreement with the simulation results shown in Fig. 4(b).
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Fig. 8. (a) Measured CDCM and CM axial focusing intensity responses. (b) Intensity responses of CDCM and CM to the axial feed of 1nm.

To evaluate CDCM’s axial focusing accuracy, we employed the CDCM and CM systems to scan a mirror along the optical axis. As shown in Fig. 8(a), the measured CM’s axial focusing intensity response $I_C(0, z)$ and CDCM’s axial focusing intensity response $I_R(0, z, M)$ are in good agreement with the simulation results shown in Fig. 5(b). And, the slope of the intensity peak position of $I_C(0, z)$ is zero, i.e., this peak position is very insensitive to variations of the axial position, the slope of the zero crossing position of $I_R(0, z, M)$ is large, i.e., this zero crossing position is very sensitive to variations of the axial position. The actual intensity responses measured by $I_R(0, z, M)$ and $I_C(0, z)$ are shown in Fig. 8(b), when the nanometer-precision objective scanning system moved with an axial feed step of 1 nm. Figure 8(b) shows that CDCM could clearly discriminate the sample with an axial feed of 1 nm, while the CM can’t discriminate that. Therefore, the axial focusing resolution for the CDCM-differential mode is better than 1 nm.

To verify CDCM’s three-dimensional imaging capability, we employed atomic force microscope (AFM), CDCM, and CM to measure the three-dimensional profiles of standard step samples that have nominal step heights of 100 nm. As the lateral and axial resolutions of the AFM are both smaller than 1 nm, the step profile measured using an AFM can be used as a standard profile. The difference between the profiles measured by the CDCM and AFM and that measured by the CM and AFM are employed to verify the CDCM’s improvements on the three-dimensional imaging capability.
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Fig. 9. Profiles of the step samples measured by AFM, CDCM, and CM. (a) Profiles of the samples that have a height step of 100 nm, measured by AFM. (b) Profiles of the samples that have a height step of 100 nm, measured by CM. (c) Profile of the sample with 100-nm height step measured by a CDCM-correlation method.

Figure 9 shows the three-dimensional profiles, two-dimensional profiles, and step heights of the standard step samples measured by AFM, CDCM, and CM. Figures 9(b) shows the profile of the step sample with nominal height step of 100 nm, that were measured by a point-by-point and layer-by-layer scan with the extreme point of the CM axial focusing intensity response. Figure 9(c) shows the profiles of the step sample with nominal height
steps of 100 nm, measured by the CDCM-correlation mode. It can be seen from Figs. 9(a) and 9(b) that the step profile measured by CM has obvious fluctuation at the top and bottom of the height step, which is different from the profile measured by AFM. It can be seen from Figs. 9(a) and 9(c) that the fluctuation of the profile measured by CDCM at the top and bottom of the height step is very small, which is close to that measured by AFM. Therefore, CDCM provides a significantly improved axial focusing accuracy, compared with CM. In addition, the slope of the step edge measured by CM is obvious different from that by AFM, while the slope of the step edge measured by CDCM is close to that measured by AFM. Therefore, CDCM provides a significantly improved lateral resolution, compared with CM.

The lateral resolution of CDCM can improved by more than 20%, and axial resolution can improved by more than 30%, almost equivalent to pupil filtering, tight focus and super-resolution image restoration algorithm, but CDCM will not cause serious light loss as these technologies. This resolution of CDCM cannot match 4PI, divided-aperture confocal microscopy (DACM), confocal theta microscopy (CTM), dual-axis confocal microscopy (DCM), and confocal self-interference microscopy (CSIM) right now, but CDCM has a much simpler structure, and more convenient to be used, so it has a higher practical value.

5. Conclusions

In conclusion, we proposed a CDCM approach that provides high spatial resolution and nano-precision axial focusing resolution with a simple structure. Theoretical analyses and experimental results show that the CDCM improved the lateral and axial resolutions of the CM by more than 20% and more than 30%, respectively, for CDCM and CM with the same parameters. The axial focusing resolution was significantly improved to 1 nm. Moreover, the CDCM differential subtraction measurement mode was used to directly perform a three-dimensional profile measurement with a nanometer precision by a single layer fast scan. Therefore, CDCM reveals a novel approach to improve the CM spatial resolution and axial focusing accuracy.
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