
This is the author’s final accepted version.

There may be differences between this version and the published version. You are advised to consult the publisher’s version if you wish to cite from it.

[http://eprints.gla.ac.uk/157232/](http://eprints.gla.ac.uk/157232/)

Deposited on: 13 February 2018
Wireless backhaul: Performance Modelling and Impact on User Association for 5G

Mona Jaber, Student member, IEEE, F. Javier Lopez-Martinez, Member, IEEE, Muhammad Ali Imran, Senior member, IEEE, Andy Sutton, Anvar Tukmanov, Senior Member, IEEE, and Rahim Tafazolli, Senior member, IEEE

Abstract—Wireless technology is the strongest contender for catering for the 5G backhaul stipulated performance where optical fibre is unavailable. In the presence of ultra-dense networks, such occurrences are exponentially increasing and different wireless technologies are investigated for this application. We present the first backhaul-specific wireless link performance modelling that considers its inherent line-of-sight nature, together with an appropriate representation of the network topology using stochastic geometry. To this end, novel tractable models are obtained to capture the performance of wireless backhaul links. These are integrated into a multi-hop hybrid backhaul performance modelling framework and are applied in the analysis of a backhaul-aware user association optimisation problem.
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I. INTRODUCTION

5G is no longer a futuristic vision but has become today’s reality and demands an imminent and efficient approach for tackling the related deployment challenges, not the least the backhaul (BH). The performance evolution of the current realistic BH towards meeting the 5G expectations is a lengthy and costly process. In a recent survey, it was found that only 3% of examined network operators are considering testing the BH network in the first trials while 68% have the radio network as priority [1]. Therefore, the BH will undergo slower evolution towards ubiquitous 5G performance. Various efforts toward bridging the BH performance gap have been recently recorded as reported in [2]. Some attempt to evolve the existing BH technologies (e.g., [3] for copper, [4] for fibre, and [5] for wireless). Others explore the integration of information technology techniques to alleviate the BH performance requirements (e.g., [6] for caching, and [7] for software defined network architectures). Theoretically, fibre is believed to be the ultimate BH solution, however, it is also known to be scarce in many 5G leading countries. In these cases, network-wide deployment is also highly impractical due to the cumbersome and very slow process of laying new fibre in urban areas. Wireless links are seen as the optimum solution to fill in the gap where fibre optic links are not available, by virtue of the minimal required installation work and relative fast deployment. Academic and industry researchers see great potential in the traditional microwave and novel extremely-high-frequency (EHF) bands and are working on evolving the technologies to meet 5G requirements. On the other hand, self-backhauling, whereby small cells re-use the radio access spectrum as means of wireless backhauling to the closest hub, is gaining more credibility with the emergence of beamforming antennas.

Wireless technology is evolving and expanding to offer fibre-like throughput in the order of few Gbps. Evolution is based on improved spectrum efficiency, e.g., high adaptive modulation, improved system gain such as multiple-input-multiple-output (MIMO) technologies and antenna array beamforming, and increased throughput efficiency with advances such as multi-layer compression schemes. Currently, the average capacity of mobile BH wireless links is less than 200 Mbps but is expected to reach beyond 10 Gbps by year 2020, partly as a result of the adopted new EHF spectrum [8]. The V-band (71 – 76 GHz and 81 – 86 GHz), E-band (57 – 66 GHz), and D-band (141 – 174.8 GHz), all in the EHF category, have different spectrum characteristics and nature. The V-Band benefits from a continuous block of nine GHz and immunity to inter-link interference due to high oxygen absorption; its primary usage is envisaged to cater for the small cell last-mile BH/fronthaul. The E-Band has been regulated since year 2000 with a large amount of spectrum (10 GHz). On the contrary, it does not suffer from oxygen absorption, hence, allows longer links in the order of few kilometres. The E-band is often seen as the ultimate wireless solution where fibre is unavailable and is believed
to allow throughput and latency on par with fibre links. It is expected that the E-band would constitute 20% of the wireless family of mobile BH in year 2020 and the V-band 10% [8]. Simulation results in [5] demonstrate the usage of D-band over 1.2 km line-of-sight (LOS) assuming a transmit power of 10 dBm and an antenna gain of 45 dBi. While the technology is still under development, it is expected to deliver a nominal throughput in the range of 30 Gbps to 50 Gbps as the propagation in this band is not affected by oxygen absorption. The main impediment of wireless BH networks is their vulnerability to propagation conditions, not the least fading and loss of LOS. It is thus essential to derive tractable analytical models that represent the nature of wireless BH propagation with fidelity. There are emerging efforts towards addressing this need, albeit, these remain sporadic and incomplete.

A tractable approach was proposed in [9] (and used in [10]) to model the radio coverage and throughput in a cellular network, however, it does not take into account BH-specific characteristics (e.g., dominant LOS condition). Authors in [11] and [12] propose analytical models to capture the cumulative radio access and BH delay as perceived by users in the network. However, the authors consider two extreme cases; the first models the noise-limited wireless BH delay as a constant and the second models the interference-limited scenario where interference is received from macro-cells and small cells. None of these assumptions fits the wireless BH characteristics as these are likely to be noise limited and are vulnerable to the fluctuations of the desired signal. The same authors propose an approximation to the noise-limited wireless BH, assuming log-normal shadowing in [13] and [14]. However, the mean packet delay is approximated by using the mean value of the link distance, instead of capturing the actual distribution of the variable distance. The availability and survivability of wireless connections are studied and modelled in [15] but do not capture the presence of dominant LOS.

In this work, we propose the first framework for analysing the performance of a wireless BH hop in LOS conditions with pertinent assumptions and tractable expressions where possible. The system model is first detailed in Section II. Accordingly, three actual performance metrics of the wireless BH family are captured: throughput, latency, and resilience in Sections III-A, III-B, and III-C, respectively. As wireless BH hops are the first contenders to spread the BH in breadth and depth in a timely manner, we next look at the impact of such hops on the end-to-end BH link performance. Accordingly, in Section IV, we model the performance of a multi-hop hybrid BH that is comprised of wireless segment(s) by employing the expressions derived in Section III. The models are used to examine and evaluate different strategies of deploying wireless hops and the impact of the fading models employed. Next, we demonstrate the usage of representative wireless BH performance models in the development and validation of new technologies. To this end, in Section V, we elaborate a BH-aware optimisation scheme which employs the proposed performance models to find the optimum association between users and cells with various BH characteristics. Section VI concludes the article.

II. System model

Typically, a wireless BH link that is properly planned, should allow for a LOS between the transmitting and receiving antennae. In addition to the dominant LOS path, a diffuse component is also present as a result of signal scattering. Such propagation is referred to as LOS-fading and is described and modelled in Section II-A.

In this work we use $E\{\cdot\}$ to represent the expectation operator. The probability distribution function (pdf), the cumulative distribution function (cdf), and the complementary cdf of a random variable $X$ are represented as $f_X(x)$, $F_X(x)$, and $F_X^c(x)$, respectively. Given a function $g(x, y)$ of two random variables $X$ and $Y$, $g_X(y) \triangleq g(y, x)|_x$ denotes the function conditioned to a particular value $x$. The probability of an event $z$ is denoted as $\Pr(z)$.

A. LOS fading representation

In a LOS-fading scenario, the diffuse component may be modelled as zero-mean Gaussian variate with variance equal to $2\sigma^2$. The sum of the dominant LOS component (with mean equal to $|\mu|$) and the diffuse component is the random variable $G$. The power $Z = |G|^2$ of such a signal produces Rice fading that is characterised by the Rician factor $K = |\mu|^2/2\sigma^2$ which represents the ratio between the power of the LOS component and that of the sum of the multi-path components. The cdf of the power of fading is a key expression in the derivations of performance metrics of wireless channels; in the case of Rice fading, it is represented as follows:

$$F_Z(z) = 1 - Q\left(\sqrt{2K}, \sqrt{\frac{1 + K}{\Omega} z}\right), \quad (1)$$

where, $\Omega \triangleq E\{|\mu|^2 + 2\sigma^2\}$ and $Q(\cdot, \cdot)$ is the Marcum-Q function.$^1$

Clearly, analytical modelling that involves Rician fading, hence the Marcum-Q function, is mathematically very challenging. A work-around was recently proposed in [16] in which the LOS component is assumed to randomly fluctuate, i.e., $K_u = u \cdot K$, where $u$ is a unit-mean Gamma distributed random variable with pdf given by:

$$f_U(u) = \frac{m^m \cdot u^{m-1}}{(m-1)!} e^{-m \cdot u}, \quad (2)$$

and $m \in \mathbb{N}$. This distribution was originally formulated in the context of modelling the joint effect of small-scale fading and shadowing, often referred to as Rician shadowed distribution. We propose to employ it in this work as a more tractable approximation to the Rician distribution owing to the additional degree of freedom, the parameter $m$, and we refer to it as fluctuating Rician distribution. In fact, it was recently demonstrated that this approximation converges to the Rician distribution as $m \to \infty$ in [17], [18]. Given that $Z$ follows the

$^1$J. Marcum, Table of Q Functions, Memorandum (Rand Corporation), Rand Corporation, 1950.
fluctuating Rician distribution, the authors derive the following simple forms of the pdf $f_Z(z)$ and cdf $F_Z(z)$, as a finite sum of powers and exponentials by restricting the parameter $m$ to take positive integer values:

$$f_Z(z) = \sum_{i=0}^{m-1} C_i \cdot \frac{1}{B^{m-i}} \cdot \frac{z^{m-1-i}}{(m-i)!} \cdot e^{-\frac{z}{B}}, \quad (3)$$

$$F_Z(z) = 1 - \sum_{i=0}^{m-1} C_i e^{-\frac{z}{B}} \sum_{r=0}^{m-i-1} \frac{1}{r!} \left( \frac{z}{B} \right)^r, \quad (4)$$

with $B \triangleq \Omega(m + K)/m(1 + K)$ and

$$C_i \triangleq \binom{m-1}{i} \left[ \frac{m}{m + K} \right]^i \left[ \frac{K}{m + K} \right]^{m-1-i}. \quad (5)$$

In this work, we use the traditional distribution of Rician fading (1) where mathematically possible, and the fluctuating Rician fading distributions (3) and (4), otherwise.

B. Backhaul Network Topology

We assume that the BH network is composed of $\Lambda$ layers of nodes connected with $\Lambda - 1$ hops as in [10]. In Figure 1 (left), a BH topology that comprises two hops is shown, and (right) a simulated example of this topology that is generated using a BH topology that comprises two hops is shown, and (right) a simulated example of this topology that is generated using Poisson Point Process (PPP) to represent three layers: $\Phi_1$ for the gateways in the core network, $\Phi_2$ for the BH aggregation gateways, and $\Phi_3$ for the small cells’ layer.

The performance of a single wireless hop between layers $\kappa - 1$ and $\kappa$ is then modelled assuming LOS-fading. The distribution of the distance between two layers $\kappa - 1$ and $\kappa$ of the BH network is given by [10]:

$$f_X(x) = 2\pi \lambda_\kappa \cdot x \cdot e^{-\pi \lambda_\kappa x^2}, \quad (6)$$

where, $\lambda_\kappa$ is the intensity of the PPP that represents the node distribution in layer $\kappa$ in a two-dimensional plane. For the purpose of simplifying the derived expressions, in this article, we use $\lambda$ to refer to $\lambda_\kappa$, the density of gateways in layer $\kappa$ that aggregate wireless BH links from layer $\kappa - 1$. Although the models derived account for parallel links, these are considered as alternative hot-backup connections, thus, do not allow simultaneous transmission. As such, the throughput derivations assume one active link, hence the scheduling delay is not considered. Nonetheless, the topology and redundancy schemes are captured in the resilience modelling derivations.

Wireless point-to-point BH deployments are often noise limited, i.e., the interference from neighboring links within the designated spectrum is minimal, thus, the signal-to-noise-and-interference ratio (SINR) can be approximated with a signal-to-noise-ratio (SNR). Indeed, the traditional wireless spectrum is licensed and careful frequency planning limits inter-link interference. On the other hand, in-band backhauling is enabled through the usage of beamforming antennae which, by virtue, limit the inter-beam interference [19]. Moreover, the propagation characteristics of the EHF waves suppress unwanted signals from neighboring links, naturally. For these reasons, the received SINR of wireless links in any of the mentioned bands can be approximated with the SNR. The instantaneous SNR at the receiver side, denoted as $\gamma$, can be expressed as:

$$\gamma(h, x) = \frac{P \cdot A \cdot h \cdot x^{-\alpha}}{L_0 \cdot N}, \quad (7)$$

where, $L_0$ is the propagation loss constant, $\alpha$ is the propagation exponent, $x$ is the propagation distance of the signal, $h$ represents the random component of small-scale fading, $P$ is the equivalent isotropic radiated power (EiRP), $A$ is the receive antenna gain, and $N$ is the thermal noise power. Note that we explicitly indicate the dependence of $\gamma$ on $h$ and $x$, although for the sake of notational simplicity we will simply refer to $\gamma$ unless necessary to avoid any confusion.

Given that a wireless BH is an inherently LOS-based transmission, we assume that the distribution of $h$ is that of a Rician-distributed fading channel. Thus, assuming a normalized channel $E\{h\} = 1$, the distribution of the instantaneous SNR conditioned to a particular value of $x$, denoted as $\gamma_x \triangleq \gamma(h, x)|x$, follows a power Rician distribution, as in Section II-A, with mean $\Omega_x = P \cdot A \cdot x^{-\alpha}/L_0 \cdot N$ (replacing $h$ by $E\{h\} = 1$ in (7)).

III. WIRELESS BACKHAUL PERFORMANCE

A. Throughput

The upper bound of a wireless channel capacity (in symbols per second) depends firstly on the channel bandwidth ($W$) and the SNR. The actual bit-per-second throughput is derived from the selected modulation and coding scheme which relates to the number of bits per symbol. Higher modulation schemes require higher SNR in order to avoid bit confusion which would lead to unwanted high bit error rates. Defining $T_x \triangleq W \cdot \log_2 (1 + \gamma_x)$, then the average rate for a given value of $x$ can be derived as follows, by using the definition of the expectation operator:

$$E\{T_x\} = \int_0^\infty W \cdot \log_2 (1 + \gamma_x) \cdot f_{\gamma_x}(z)dz. \quad (8)$$

**Theorem 1:** The average capacity of a wireless link under Rician fading at a given distance $x$ can be expressed as follows:

$$E\{T_x\} = \frac{W \cdot \ln(2) \cdot e^{-K} \cdot \sum_{n=0}^{\infty} \frac{K^n}{n! \cdot n!} \cdot G_{2,3}^{1,1} \left( \frac{1 + K}{\Omega_x} \right) | \begin{array}{c} 0, 1 \end{array} n + 1, 0, 0 \right), \quad (9)$$

where, $G_{p,q}^{m,n} [\cdot]$ is the Meijer-$G$ function [20, 9.301].

**Proof:** The proof is provided in Appendix A.

Even though the expression in (9) can be computed with state-of-the-art mathematical packages such as Mathematica\(^3\), it necessitates, nonetheless, the evaluation of an infinite series expression involving the unwieldy Meijer-G function. To this end, we propose the usage of the fluctuating Rician approximation, presented in Section II-A, in order to reduce the complexity of computation, and as will be later shown, to facilitate further analytical derivations.

**Theorem 2:** The average capacity of a wireless link under

\(^3\)https://www.wolfram.com/mathematica/
The average capacity of a wireless link under Ricean fading at any distance and for a special case of \( \alpha \) can be approximated as follows, using the fluctuating Ricean fading pdf (3):

\[
E[T_x] \approx E[T'_x] = \frac{W}{\ln(2)} \sum_{i=0}^{m-1} C_i \sum_{l=0}^{m-i-1} \frac{\Gamma(-l, 1/B_x)}{B_x^l},
\]

(10)

where, \( B_x \equiv \Omega_x (m + K) m(1 + K) \) and \( \Gamma(\cdot, \cdot) \) is the upper incomplete Gamma function, which can be computed in this specific case as [20, eq. (8.352.3)]:

\[
\Gamma(-\eta, x) = \left[ \frac{(-1)^n}{n!} \right] E_1(x) - e^{-x} \sum_{r=0}^{n-1} (-1)^r \frac{r!}{x^{r+1}},
\]

(11)

where, \( E_1(\cdot) \) is the exponential integral function.

**Proof:** The proof is provided in Appendix B.

For sufficiently large \( m \), the Fluctuating Ricean distribution collapses to the Ricean distribution as shown in [18] (please refer to Figure 1 [18]). This is illustrated in Table I, where we first find the value of \( m \) that would yield approximated results (10) within \( \epsilon = 0.1\% \) of those obtained with (9) for different values of \( K \) and \( \alpha \) (\( \epsilon = (E[T'_x] - E[T_x])/E[T_x] \)).

With the selected value of \( m \), the approximation using (10) is validated for a given wireless BH with different values of \( K \), as shown in Figure 2.

The expected throughput over all possible values \( x \) is \( E[T] \), which can be derived as follows and approximated using (10):

\[
E[T] = \int_0^\infty T_x \cdot f_x(x)dx
\]

\[
\approx \frac{W}{\ln(2)} \sum_{i=0}^{m-1} C_i \sum_{l=0}^{m-i-1} \int_0^\infty e^{x/B_x} x^{\alpha-1} \Gamma(-l, x^{\alpha}/B_x) \frac{2\pi\lambda \cdot x \cdot e^{-\pi\lambda x^2\epsilon}}{B_x^l} dx
\]

(12)

where, \( B \equiv \frac{m+K}{m(K+1)} \frac{P_A}{2\lambda N} \). The expression still requires numerical integration but can be solved with, relatively, manageable complexity. However, for the special case of \( \alpha = 2 \), we can further simplify the expression to a closed form.

**Theorem 3:** The average capacity of a wireless link under Ricean fading at any distance and for a special case of \( \alpha = 2 \) can be approximated as in (13) on the next page.

**Proof:** The proof is provided in Appendix C.

The expression (12) is used in Figure 3 to derive the average throughput over a range of gateway densities for two settings of the propagation exponent: \( \alpha = 2.5 \) and \( \alpha = 3 \). As can be expected, higher gateway densities indicate shorter wireless BH ranges, consequently, higher \( \gamma \) and higher throughput. Similarly, a higher propagation exponent induces higher loss per decade, hence, lower achievable throughput, as seen in Figure 3.
TABLE I

(LEFT) DEFAULT PARAMETERS USED IN ALL FIGURES, UNLESS OTHERWISE STATED. (RIGHT) MINIMUM VALUE OF \( m \) REQUIRED TO REDUCE THE ERROR OF APPROXIMATION.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>K</th>
<th>( \alpha=2 )</th>
<th>( \alpha=2.5 )</th>
<th>( \alpha=3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice factor ((K))</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Channel bandwidth ((W)) in MHz</td>
<td>112</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Propagation exponent ((\alpha))</td>
<td>2.5</td>
<td>2</td>
<td>13</td>
<td>19</td>
<td>28</td>
</tr>
<tr>
<td>Operating frequency ((f)) in GHz</td>
<td>38</td>
<td>5</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Propagation loss constant dB</td>
<td></td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>( \langle L_0 \rangle = 10 \alpha \log_{10}(2\pi e^{m/2} + 10 \alpha \log_{10}(f^{11Hz})) )</td>
<td>80.0468</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Equivalent isotropic radiated power ((EIRP P)) in dBm</td>
<td>20dBm+43dBc</td>
<td>20</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Receive antenna gain ((\lambda)) in dBi</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal noise power ((N)) in mW/MHz</td>
<td>(4 \cdot 10^{-7})</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ E\{T\} \approx \frac{W}{\ln(2)} \sum_{i=0}^{m-1} \frac{\pi \lambda B (-1)^{l}}{l!} \times \left\{ \frac{1}{\Gamma(l+1)} \right\} F_1(l+1, l+1; l+1-l; \pi \lambda B) - \sum_{r=0}^{l-1} (-1)^{r} r! (\pi \lambda B)^{r-l} (l-r-1)! \right\} . \] (13)

\[ \Pr\{\gamma > \tau\} = \int_0^{\infty} Q\left(\sqrt{2K}, \sqrt{2(1+K)\frac{\tau NL_0 x^\alpha}{PA}}\right) 2\pi \lambda \cdot x \cdot e^{-\pi \lambda x^2} dx \] (14)

\[ \Pr\{\gamma_{\alpha=2} > \tau\} = \int_0^{\infty} Q\left(\sqrt{2K}, x \sqrt{2(1+K)\frac{\tau NL_0}{PA}}\right) 2\pi \lambda \cdot x \cdot e^{-\pi \lambda x^2} dx \]

\[ = 1 - \frac{(1+K)\tau NL_0}{(1+K)\tau NL_0 + \pi \lambda PA} \times \exp\left(-\frac{\pi \lambda K PA}{(1+K)\tau NL_0 + \pi \lambda PA}\right) \] (15)

B. Latency

Latency in a communication system is a combined result of four distinct processes: propagation, transmission, processing, and queuing. The propagation delay is the time it takes a packet to travel between transmitting and receiving antennae, hence, it can be ignored in wireless communication as the propagation speed is equal to speed of light. The transmission delay is the time taken to push all the packet bits onto the link. The dominant factor causing transmission delays in wireless links is the decode-and-forward mechanism, typically applied at each hop, which results in retransmissions when the received SNR value is below the required threshold \((\tau)\). Accordingly, the success transmission probability of one hop in a wireless point-to-point link is equivalent to the probability \( \Pr(\gamma > \tau) \) which can be directly obtained from (1) as \( 1 - F_2(z) \) for Rician fading, at a given distance. Accordingly, the average success probability over all possible values of \( x \), can be obtained as in (14). For a special case in which \( \alpha = 2 \), a closed form solution for (14) can be obtained using [21, eq. B.27], as shown in (15). Considering a timeslotted transmission over wireless BH links, let \( \theta \) be the timeslot duration corresponding to given wireless technology. If the first attempt of transmission is successfully received, the transmission delay would be equal to \( \theta \), which is the ideal case. Otherwise, retransmissions occur until a successful reception is recorded. Each retransmission would incur an additional delay equal to the timeslot duration, if we assume an ideal error-less reception of acknowledgment in the opposite direction. For instance, if the probability of successful reception is 0.5, the expected latency over the wireless hop would be \( 2 \times \theta \). In general, the mean transmission delay is inversely proportional to the transmission success probability \( \Pr(\gamma > \tau) \), following the approach in [13], as shown here:

\[ E\{D^I\} = \frac{\theta}{\Pr(\gamma > \tau)} . \] (16)

Figure 4 shows the average success probability of transmission over a wireless link for a range of SNR target values, four node densities, and two propagation exponents \( \alpha = 2.5 \) and \( \alpha = 3 \). For \( \alpha = 2.5 \), the success probability is quasi-guaranteed (to the tenth significant digit). For the latter setting \((\alpha = 3)\), the success probability is predominantly constrained by the propagation, but is also limited by node density and setting of \( \tau \). For a high setting of \( \theta = 100 \mu s \), the transmission delay associated with a high SNR target \( \tau = 15 \) dB and for \( \alpha = 3 \) and \( \lambda = 1 \) gate per km², the effective transmission delay would be \( \sim 103.1 \mu s \).

In addition to the transmission delay, communication over wireless links requires node processing which incurs additional delays. These are the processing and queuing delays which are often approximated jointly as a Gamma distribution with parameters that depend on the router, the given load, and

\[ \frac{\text{TABLE I}}{\text{(LEFT) DEFAULT PARAMETERS USED IN ALL FIGURES, UNLESS OTHERWISE STATED. (RIGHT) MINIMUM VALUE OF } m \text{ REQUIRED TO REDUCE THE ERROR OF APPROXIMATION.}} \]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>K</th>
<th>( \alpha=2 )</th>
<th>( \alpha=2.5 )</th>
<th>( \alpha=3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rice factor ((K))</td>
<td>10</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Channel bandwidth ((W)) in MHz</td>
<td>112</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>Propagation exponent ((\alpha))</td>
<td>2.5</td>
<td>2</td>
<td>13</td>
<td>19</td>
<td>28</td>
</tr>
<tr>
<td>Operating frequency ((f)) in GHz</td>
<td>38</td>
<td>5</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Propagation loss constant dB</td>
<td></td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>( \langle L_0 \rangle = 10 \alpha \log_{10}(2\pi e^{m/2} + 10 \alpha \log_{10}(f^{11Hz})) )</td>
<td>80.0468</td>
<td>10</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Equivalent isotropic radiated power ((EIRP P)) in dBm</td>
<td>20dBm+43dBc</td>
<td>20</td>
<td>15</td>
<td>20</td>
<td>30</td>
</tr>
<tr>
<td>Receive antenna gain ((\lambda)) in dBi</td>
<td>43</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal noise power ((N)) in mW/MHz</td>
<td>(4 \cdot 10^{-7})</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
technology as in [14]:

$$E\{D^{\phi}\} = \phi \cdot (1 + 1.28 \cdot \lambda_{k-1}/\lambda_k) \cdot (a + E\{e\}b),$$  \hspace{1cm} (17)$$

where, $\phi$ is a delay-scaling factor that reflects the processing power of the node per connected line; higher values of $\phi$ incur higher delays. The expression $(1 + 1.28 \cdot \lambda_{k-1}/\lambda_k)$ denotes the mean number of nodes in layer $k-1$ served by the designated node (router) in layer $k$ to which the wireless BH link in connected. The parameter $a$ (in $\mu$sec) represents the traffic-independent processing delay of the router, and $b$ (in $\mu$sec/bit) represents the processing delay with respect to the packet size $E\{e\}$. Accordingly, a point-to-point wireless link using decode-and-forward scheme incurs a total delay $D$, as shown below:

$$E\{D\} = E\{D^\phi + D^{\phi}\} = E\{D^\phi\} + E\{D^{\phi\prime}\},$$

$$= \frac{\theta}{E\{\Pr(\text{SNR} > \tau)\}} + \phi \cdot \left(1 + 1.28 \cdot \frac{\lambda_{k-1}}{\lambda_k}\right) \cdot (a + E\{e\}b).$$ \hspace{1cm} (18)$$

Figures 5 and 6 show that the number of connected lines (function of $\lambda_{k-1}$) has a major impact on increasing the processing delay (hence, the total delay). The total delay also seems to increase linearly with increasing delay-scaling factor $(\phi)$, as shown in Figure 5. The delay also increases with increase in packet length, as seen in Figure 6, but the end-value is dominated by the effect of the delay-scaling factor and node density. Results shown in both figures advocate that the joint processing and queuing delay (tens of msec) is orders of magnitude higher than the transmission delay in wireless BH links ($\sim 0.1$ msec).

C. Resilience

There are several performance metrics that may be used to characterise the resilience of a link [15]. (i) Reliability is the probability of a link being operational and is measured as the mean time before failure (MTBF). (ii) Survivability measures the performance of recovering from failure in terms of the mean time to repair (MTTR). (iii) Availability is the proportion of time the link is operational but, differently from

---

Fig. 4. The average transmission success rate over a wireless link with Rice fading and variable distance is shown for two propagation exponents $\alpha = 2.5$ (top) and $\alpha = 3$ (bottom) for $\lambda = \{0.1, 1.0, 10\}$ connected lines per km$^2$. The parameter settings are as listed in Table I except $P = 10 + 43$ dBm as for higher values the success probability is > 99.999%.

Fig. 5. The expected total delay over a wireless link is represented in this figure for variable node delay-scaling factor and node density. Parameters based on Table I with $P=100$ mW, $E\{e\}=1500$ bits, $a=10 \mu$sec. $b=0.01 \mu$sec/bit, $\tau=10$ dB, $\lambda_k=1$ node/km$^2$.

Fig. 6. The expected total delay over a wireless link is represented in this figure for variable packet length (in bits) and node density. Parameters based on Table I with $P=100$ mW, $E\{e\}=1500$ bits, $a=10 \mu$sec. $b=0.01 \mu$sec/bit, $\tau=10$ dB, $\lambda_k=1$ node/km$^2$. 
In this paper, we model the outage probability, i.e. uptime/(uptime+downtime) e.g., MTBF/(MTBF+MTTR). (i), it takes into account failures and repair; it is quantified as uptime/(uptime+downtime) e.g., MTBF/(MTBF+MTTR). The average receive power is characterized by $E_{r}$. The minimum power level threshold is $J_{\text{min}}$ (e.g., receiver sensitivity or minimum received signal strength to guarantee a target bit error rate). The fading margin is defined as $\rho \triangleq \sqrt{J_{\text{min}}/E_{r}}$ which is equal to $\sqrt{J_{\text{min}}}$ for $E_{r}(J) = 1$. The time during which the signal power is below $J_{\text{min}}$ is the fade duration. The first step is to determine the level crossing rate $R_{L}$ and the average fade duration $E\{\Delta_{d}\}$, equivalent to mean-time-to-repair or MTTR. These are derived in [23] for Rician fading, as shown below:

$$R_{L} = \sqrt{2\pi(K+1)} f_{m} \rho e^{-K(K+1)\rho^{2}} I_{0}(2\rho\sqrt{K(K+1)}) \quad (19)$$

$$E\{\Delta_{d}\} = \frac{1 - Q(\sqrt{2K}, \sqrt{2(K+1)\rho^{2}})}{\sqrt{2\pi(K+1)} f_{m} \rho e^{-K(K+1)\rho^{2}} I_{0}(2\rho\sqrt{K(K+1)})} \quad (20)$$

where, $f_{m} = v f / \epsilon$ is the maximum Doppler shift, $v$ denotes the relative motion of scattering objects between the transmit and receive antennae, $f$ is the carrier frequency of the signal, and $\epsilon$ is the speed of light and $K$ is the Rice factor.

The one-fade duration $E\{\Delta_{d}\} = 1/R_{L} - E\{F_{d}\}$ (equivalent to the MTBF) is then derived and used in a Gilbert-Elliot two-state-model to find the probability of fades being larger than a threshold $J_{\text{min}}$ as in [15]. Owing to the re-transmissions mechanism, such fades do not necessarily cause a link outage unless they persist for a duration $\Delta_{f} > \Delta_{\text{max}}$. The outage probability of a wireless link is thus $Pr(\Delta_{f} > \Delta_{\text{max}})$ which can only be determined if the fade duration distribution is known. Albeit, this distribution is largely unknown and remains an open problem in the literature ever since the original formulation by Rice [24]. In this work, we assume that the fade duration distribution exhibits an exponential-like behaviour for high values of $\rho$, similar to [25]. The radio outage probability of a wireless BH link, $E\{O^{*}\}$, can thus be expressed as follows:

$$E\{O^{*}\} = Pr(\Delta_{f} > \Delta_{\text{max}}) = e^{-\frac{\rho J_{\text{min}}}{F_{d}}} \quad (21)$$

In Figure 8, the radio outage probability (i.e., $E\{O^{*}\}$) of a wireless link that follows Rician fading is simulated as a function of the critical time $\Delta_{\text{max}}$ and the fade margin $\rho$. Higher values of $\Delta_{\text{max}}$ improve the radio link availability and vice-versa. On the other hand, higher fade margins render the probability of fades higher, consequently, the link is more vulnerable which increases the outage probability.

Often, key radio links that affect a large service area are designed with redundancy schemes that employ at least two independent radio links, such as [1+1] or [2+0] schemes. In the former example, one link is active at a given time with seamless switching to the backup link in case the first is in outage. In the latter example, both links are used simultaneously to enhance the effective throughput; if one radio link fails, the system switches to a single link automatically without causing service interruption. In both examples, the wireless connection is only in outage if both radio links fail simultaneously. In mesh wireless networks, there are often more than one path between two points; these points are considered disconnected if all possible paths fail simultaneously. The outage expression, with any redundancy scheme, can be extended as follows,

![Fig. 7. Percentage of time the indicated ACM is not available for three scenarios based on data from different trials using automatic coding and modulation in different frequency bands.](image)

![Fig. 8. Outage probability of a Rice fading channel link based on (21), assuming $f_{m} = 10$ Hz for different values of $\rho$. Other parameters used in the simulations are listed in Table I.](image)
according to (21):

\[
E\{O'\} = Pr\{\Delta_f > \Delta_{\text{max}}\} = \prod_{i=1}^{L} e^{-\frac{\Delta_{\text{max}}}{\tau_{i}}} \tag{22}
\]

where, \(L\) denotes the number of links and \(E\{F_{d,i}\}\) is the mean fading duration over link \(i\). The equality (a) indicates that, in case parallel links are used as backup between layers \(\kappa - 1\) and \(\kappa\), the outage occurs only when all the links fail simultaneously. The notation \(Pr\) refers to the link outage probability with redundancy deployments. If the same value can be assumed for the mean fading duration of all \(L\) links, then the expression is further simplified as in ((b)-22) [15].

Equipment failure is another reason for wireless link outages, and concerns both indoor units (IDUs) and outdoor units (ODUs). The MTBF of such units is normally very high (> 12 years) and redundancy schemes are often used to improve the reliability. As such, a unique wireless link could be equipped with an active ODU and a hot-backup passive ODU that is activated whenever the prime ODU fails. The MTTR for wireless equipment varies significantly based on the location and accessibility; in an urban environment, it is often within three hours but may take up to three days in remote areas with difficult access. The outage probability of wireless links, including radio equipment and radio link failures, and any redundancy plan can be expressed as follows:

\[
E\{O\} = 1 - E\{(1 - O') \times (1 - O'') \times (1 - O')\} \tag{23}
\]

where, \(O'\) and \(O''\) are the outage probabilities of outdoor units and indoor units, respectively, such that \(O' = \prod_{i} O'_{i}\), where, \(i\) indicates the redundancy index of the hardware, and \(O'' = (\text{MTTR}/(\text{MTBF} + \text{MTTR}))^{\kappa}\) is the outage probability of the outdoor unit with redundancy index \(\kappa\) based on the MTTR and MTBF values. The equality (a) in (23) is possible because the concerned probabilities are independent of each other.

The cause of a wireless link outage is often the radio failure, as shown in Figure 9, unless the fade margin is very low. For these low values, the wireless link outage probability is dominated by equipment failure. For higher fade margin values, the ODU and/or IDU failures have limited impact on the total wireless link availability.

IV. WIRELESS BH IN A MULTI-HOP-HYBRID NETWORK

In this section, we integrate the derived performance models of a wireless BH hop in the estimation of the multi-hop hybrid BH performance. Referring to the topology in Figure 1, with parameters as defined in Table II, we derive the expectations of the holistic BH resilience, capacity, and latency following the approach in [10]. Based on [10], the resilience of a multi-hop BH is affected by outages on any hop. Differently, the capacity of a multi-hop hybrid BH is determined by the single hop which is the most limiting, i.e., the last-mile. The latency, on the other hand, is the aggregate effect of delay occurring on all hops. We consider that the BH network between the gateways in layer 2 and the core network has a cumulative mean delay of 10 msec. The parameters employed to model the wireless links’ capacity, latency, and resilience are listed in Table III, in which we consider a microwave band operating in the 38 GHz spectrum. The expected capacity of a last-mile wireless microwave hop that exhibits LOS fading is derived using (12). The expectations of delay and resilience in microwave links are based on (18) and (23), respectively. We adopt the network topology that was presented in Figure 1 and which consists of two hops. The first is the last-mile connecting the small cells to an aggregation point and uses either microwave links or fibre-based links (with mean capacity of 10 Gbps). The second hop connects the aggregation point to the gateway in the core network and is always provisioned with fibre-based links (10 Gbps). We study the impact of increasing the density of aggregation points and/or the proportion of

\[^3\text{Assuming the BH gateway to the core network has similar processing delay parameters to the gateway in layer 2 and 99 connected lines, the delay can be computed as: } 5 \cdot (1 + 99) \times (5 + 0.01 \cdot 1500) = 10 \text{ msec}\]
TABLE II
SIMULATION PARAMETERS.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_0 )</td>
<td>400 users/km²</td>
<td>Density of ( \Phi_0 ) PPP representing users.</td>
</tr>
<tr>
<td>( \lambda_1 )</td>
<td>40 cells/km²</td>
<td>Density of ( \Phi_1 ) PPP representing small cells.</td>
</tr>
<tr>
<td>( \lambda_2 )</td>
<td>4 gateways/km²</td>
<td>Density of ( \Phi_2 ) PPP representing BH aggregation points.</td>
</tr>
<tr>
<td>( \lambda_3 )</td>
<td>1 gateway/km²</td>
<td>Density of ( \Phi_3 ) PPP representing BH gateways.</td>
</tr>
<tr>
<td>( p_m )</td>
<td>50%</td>
<td>50% of last-mile links are randomly allocated microwave (38 GHz) technology.</td>
</tr>
<tr>
<td>( p_f )</td>
<td>50%</td>
<td>50% of last-mile links are randomly allocated fibre-based technology.</td>
</tr>
</tbody>
</table>

TABLE III
PERFORMANCE MODELLING PARAMETERS IN ADDITION TO THOSE LISTED IN TABLE I.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi_f^a )</td>
<td>5</td>
<td>Scalar factor representing the processing power of BH gateway (lower value indicates better processing power).</td>
</tr>
<tr>
<td>( \phi_f^p )</td>
<td>10</td>
<td>Scalar factor representing the processing power of fibre aggregation point.</td>
</tr>
<tr>
<td>( \phi_m^p )</td>
<td>10</td>
<td>Scalar factor representing the processing power of microwave aggregation point.</td>
</tr>
<tr>
<td>( a_f^b )</td>
<td>5 ( \mu )sec</td>
<td>Traffic-independent processing delay of BH gateway.</td>
</tr>
<tr>
<td>( a_f^p )</td>
<td>10 ( \mu )sec</td>
<td>Traffic-independent processing delay of fibre aggregation point.</td>
</tr>
<tr>
<td>( a_m^p )</td>
<td>10 ( \mu )sec</td>
<td>Traffic-independent processing delay of microwave aggregation point.</td>
</tr>
<tr>
<td>( b_f^d, b_f^d, b_m^d )</td>
<td>0.01 ( \mu )sec/bit</td>
<td>Processing delay of all routers relative to the packet size.</td>
</tr>
<tr>
<td>( \epsilon )</td>
<td>1500 bits</td>
<td>Ethernet packet size.</td>
</tr>
</tbody>
</table>

We vary the proportion of last-mile fibre links and the density of the aggregation gateways in layer 2 and examine the resulting impact on the expectations of the multi-hop BH throughput and latency in Figures 10 (Top) and (Bottom), respectively. The node density \( \lambda_2 \) has limited effect on the resulting holistic throughput, whereas the increase of fibre links steps up the throughput by a factor of two. In contrast, the increase of node density \( \lambda_2 \) (i.e., proportion of fibre last-mile links) has equal share in reducing the holistic latency of the multi-hop BH. As for resilience, the impact of increasing the share of fibre in the last mile doubles the resilience of the BH network, as seen in Figure 9 (Bottom).

Had Rayleigh fading \( (K = 0) \) been considered instead of LOS-fading \( (e.g., \ K = 10) \), the resulting capacity estimation would be pessimistic as clearly seen in the zoom-in window of Figure 10 (Top). Whereas, the type of fading does not have a significant impact on the latency, as expected from the results obtained in in Section III-B. Essentially, the delay in the holistic BH link is dominated by the processing and queuing delays, as such, the difference in delay caused by the error in modelling the fading is negligible. In contrast, resilience of wireless links is the most vulnerable to the type of fading, as seen in Figure 9 (Bottom). Consequently, the error in adopting Rayleigh fading models instead of Rice fading when estimating the multi-hop BH resilience is significant and would result in invalid conclusions.

V. USER-CENTRIC-BH OPTIMISATION PROBLEM

The User-Centric-Backhaul (UCB) is the state-of-the-art user-cell association scheme that is radio-aware, BH-aware, and user-centric at the same time [26]. The UCB uses multiple
offset values that are optimised per cell, where each offset reflects the end-to-end characteristics of that cell with respect to quality attribute, e.g., capacity, latency, resilience, etc. On the other hand, each user has different quality targets that are determined by the device capabilities, the application, and the user’s preferences. For instance, a delay-critical e-health user would have stringent latency but relaxed throughput requirements. A streaming application may have the opposite priorities, whereas a security sensor demands ultra-high reliability (> 99.999% availability). The UCB allows users to make a judicious cell selection that is aware of the candidate cells’ end-to-end characteristics (as opposed to radio conditions only) and of the users’ specific needs. In other words, two users having the same signal reception of all surrounding cells may choose differently according to their disparate quality targets. Similarly, two cells with exactly the same radio characteristics, may have unequal offset values due to dissimilar limitations on their respective BH links.

In this section, we develop an analytical solution to a subproblem of the UCB, the throughput-based UCB (T-UCB), which is concerned with one BH link per cell and a single attribute: Throughput. We consider a mono-layer network of small cells that have identical radio characteristics and that have a purposely over-dimensional radio access. Each of these cells connects to the BH gateway using the topology described in the previous section. Effectively, there are two types of small cells: \( C_f \) with fibre-based last-mile and \( C_m \) with microwave-based last-mile. Such a network can be modelled, using a stationary mixed PPP \( \Phi_1 \) with a randomised intensity function \( H \) having a two-point distribution such that:

\[
\Pr(H = \lambda_m) = p_m, \quad \Pr(H = \lambda_f) = p_f = 1 - p_m, \tag{24}
\]

where, \( 0 < p_m < 1 \) is the probability of having a cell of type \( C_m \) and \( p_f \) is the probability of having a cell of type \( C_f \). Hence, the intensity of \( \Phi_1 \) is \( \lambda = p_m \lambda_m + (1 - p_m) \lambda_f \), where \( \lambda_m > 0 \) is the intensity of cells of type \( C_m \) and \( \lambda_f > 0 \) is the intensity of cells of type \( C_f \). The adoption of PPP in the representation of small cells locations is justified since such randomness may be expected in small cells’ deployment.

Let the users be also located according to a homogeneous PPP \( \Phi_0 \) with intensity \( \lambda_0 \) that is independent of \( \Phi_1 \). We denote the variable \( R \) as the distance separating the typical/random user located at the origin, without loss of generality, from the closest cell in \( \Phi_1 \). The T-UCB optimisation problem consists of finding the optimum association policy \( A(O_m, O_f) = \{A_m(O_m, O_f), A_f(O_m, O_f)\} \) that would maximise the ergodic throughput without exceeding the capacity limits of both types of BH links, \( E(T_m) \) and \( E(T_f) \). The factors \( A_m \) and \( A_f \) represent the proportion of users associated to cells of type \( C_m \) and \( C_f \), respectively. The association policy is a function of the offset settings in both cell types \( (O_m, O_f) \) that can take on any positive value. The BH capacity constraints are (26) and (27), which dictate that the SINR-based throughput \( (T_m \text{ and } T_f) \) of all served users \( (N_m \text{ and } N_f) \) affected by the overhead \( G_m \) and \( G_f \), should not exceed the nominal capacities \( E(T_m) \) and \( E(T_f) \), respectively.

\[
\begin{align*}
\max_{A} \bar{T}(A) &= A_m \bar{T}_m(A) + A_f \bar{T}_f(A) \tag{25} \\
\text{subject to} & \quad E(T_m) - N_m \bar{T}_m \times G_m \geq 0 \tag{26} \\
& \quad E(T_f) - N_f \bar{T}_f \times G_f \geq 0 \tag{27}
\end{align*}
\]

The ergodic throughput pertaining to the traditional user-cell association policy is derived in many works that also employ stochastic geometry to capture the network topology (e.g., [9]). The T-UCB association policy, however, results in a new distribution of the distance between user and serving cell, since it is not necessarily the closest. The received signal power is a function of that distance, and the throughput is a function of the received signal power of serving and all interfering cells.

In order to solve the optimisation problem, we need to first derive the analytical expression for the system throughput, assuming the following two variables: (i) offset setting per cell type, and (ii) distance between a typical user and the serving cell. The distance is conditioned on the association policy, thus, is a function of the offset value. We first formulate the association policy in Section V-A. Next, we determine the distribution of the distance between a typical user and the corresponding serving cell (based on the association policy) in Section V-B. Finally, we find the ergodic throughput in Section V-C.

### A. Basic UCB association policy

The cell association of a typical user \( U \) in a UCB system is based on the maximum biased mean received power (or rank) from all cells \( C \) as defined in (28), given that all cells have the same power per user, \( P_u \), and the same propagation characteristics \( (\alpha \text{ and } \chi) \). It should be noted that, in this problem, there are two wireless links with very different characteristics. The first is the wireless BH which is characterised by LOS fading and is often noise limited. The second is the radio access which is LOS and interference limited [9]. To this end, we use the subscript \( a \) to differentiate the propagation parameters of the radio access link from those of the wireless BH:

\[
R_{u,c} = E[J_{c,a}] \times O_c = P_u \cdot \chi_a \cdot R_{u,c}^{-\alpha_c}; \forall c \in \{m, f\}. \tag{28}
\]

Cell association often is based on mean received power (as opposed to instantaneous values) in order to avoid ping-pong effect that may result if fading were accounted for. The probability of a typical user associating with a cell \( C \) is thus equivalent to the probability of \( R_{u,c} > R_{u,n} \) for all other cells \( C \). In a T-UCB, a typical user either connects to cell type \( C_m \) or \( C_f \), based on the association policy \( A = [A_m, A_f] \).

**Theorem V.1.** The probability of a typical user attaching to
cell $C_m$ or $C_f$ can be expressed as follows:

$$ A_m = \frac{1}{\left( \frac{Q_m}{Q_m^*} \right)^{2/\alpha} + 1} $$
$$ A_f = \frac{1}{\left( \frac{Q_f}{Q_f^*} \right)^{2/\alpha} + 1}. $$

Proof: The proof is provided in Appendix E.

### B. Policy-based user-cell distance

The minimum distance between a typical user and a cell is a variable $R$ as explained in Section II-B. However, with T-UCB association policy, the serving cell is not necessarily the closest. We consider a typical user at the origin associated with a cell of type $C_m$ or $C_f$. Denote $X_m$ (or $X_f$) as the distance between the user and its serving cell. Since cells are deployed as a PPP, $X_m$ and $X_f$ are random variables described by their probability density function $f_x(x)$ and $f_{x'}(x')$ that we derive in this section. We first define the cdf $F_{X_m}(x)$, as follows:

$$ F_{X_m}(x) \triangleq \Pr (R_m > x|c = m) = \frac{\Pr (R_m > x, c = m)}{\Pr (c = m)}. $$

**Lemma V.2.** The complementary cumulative distribution function that represent the variable distance between the typical user and a cell of type $C_m$ can be expressed as follows:

$$ F_{X_m}(x) = e^{-\frac{\lambda x^2}{A_m}}. $$

Proof: The proof is provided in Appendix E.

Consequently, the pdf of the policy-based user-cell distance can be found as follows:

$$ f_{X_m}(x) = \frac{dF_{X_m}(x)}{dx} = \frac{d(1 - F_{X_m}(x))}{dx} = \frac{2\pi \lambda x e^{-x^2/(2A_m)}}{A_m}. $$

Similarly, $f_{X_f}(x)$ can be obtained as follows:

$$ f_{X_f}(x) = \frac{2\pi \lambda x e^{-x^2/(2A_f)}}{A_f}. $$

### C. Ergodic throughput

In this section, we derive the average ergodic throughput $\hat{T}$ of a typical user that has $A_f$, probability of connecting to a cell of type $C_f$ and $A_m$ otherwise.

$$ \hat{T} = A_f \cdot \hat{T}_f + A_m \cdot \hat{T}_m, $$

where, $\hat{T}_m$ and $\hat{T}_f$ are the average throughput of a typical user associated with cell type $C_m$ and $C_f$, respectively. The average throughput over a radio access channel bandwidth $W_a$ is

$$ \hat{T}_m(x, \gamma'(x)) \triangleq \mathbb{E} \{ W_a \log_2 (1 + \gamma'(x)) | x \} . $$

It is a function of two variables: the distance between user and associated cell $(x)$ and the received SINR $(\gamma')$. The SINR of a typical user at a random distance $x$ from its associated cell $C_c$ is shown in (36). The expression $\mathbb{E} \{ W_a \log_2 (1 + \gamma'(x)) | x \}$ is the distribution of the instantaneous throughput conditioned to a particular value $x$. It is derived in [9], assuming that the power of fading of both serving and interfering channels are exponentially distributed with unit mean, as in (37). Where, $\tau_0$ is the target throughput, $\gamma$ is the signal-to-noise ratio (SNR), and $\mathcal{E}$ is the Laplace function as defined in (38).

For a particular case in which the radio coverage is interference limited, the SINR can be approximated with the signal-to-interference ratio (SIR) $= \hat{\gamma}$ (i.e., $\sum_{i\neq c} j_{i,u} \gg N_{th}$). If, in addition, we assume that $\alpha_a = 4$, the expected throughput at a given distance can be further simplified as in (39) [9]. The general average ergodic throughput based on two variables: $x$ and $\gamma'$ may be obtained by replacing the derived expressions (37) and (33), as shown in (40). For the particular interference-limited scenario with $\alpha_a = 4$, expression (40) can be further simplified, as in (41). Plugging (41) in (35), we get the average ergodic throughput of a typical user in the network (for the interference-limited basic deployment with $\alpha_a = 4$), as shown in (42). The average number of users associated with cells of type $c = [m, f]$ can be obtained as the ratio $\mathcal{N}_c = A_c \cdot \lambda_0 / \lambda_c$, where $\lambda_0$ is the intensity of the users’ PPP and $\lambda_c$ is the density of cells’ PPP ($\Phi_c$). Accordingly, the average throughput of a cell of type $C_c$ can be expressed as in (43) (for the special case).

### D. Results and Analysis

In this section, we solve the T-UCB optimisation problem using an exhaustive search approach. We consider the special case of interference-limited radio access together with a propagation exponent $\alpha_a = 4$. The remaining parameters are listed in Table IV. The expected throughput capacity of the microwave link can thus, be derived using the expression in (12) which equates to 160.75 Mbps. The last-mile fibre throughput capacity is considered to be 1 Gbps. We plot the objective function (25) and the constraints (26) and (27) for all possible values of $A_m$ (note that $A_f = 1 - A_m$). We assume that $\lambda_m = \lambda_f = 40$ cells per km$^2$ and $\lambda_0 = p_m \cdot \lambda_m + (1 - p_m) \cdot \lambda_f = 40$ cells per km$^2$ with $p_m = 0.5$ and $\lambda_0 = 1200$ users per km$^2$. The y-axis shows the network load and the unused BH load (a nil value indicates 100% usage of the BH available capacity, a negative value means

<table>
<thead>
<tr>
<th>Parameter</th>
<th>range</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_2$ (gateways/km$^2$)</td>
<td>4 to 40</td>
</tr>
<tr>
<td>$\lambda_1$ (cells/km$^2$)</td>
<td>40</td>
</tr>
<tr>
<td>$p_m$</td>
<td>0 to 1</td>
</tr>
<tr>
<td>$\lambda_0$ (users/km$^2$)</td>
<td>1200</td>
</tr>
<tr>
<td>$C_f$ = $G_m$</td>
<td>0.3</td>
</tr>
<tr>
<td>MIMO rank</td>
<td>2</td>
</tr>
<tr>
<td>$\alpha_a$</td>
<td>4</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>2.5</td>
</tr>
<tr>
<td>$P^*$</td>
<td>10dBm+18dB</td>
</tr>
<tr>
<td>$A$</td>
<td>18dB</td>
</tr>
</tbody>
</table>

---

**Table IV:** Parameters employed to obtain experimental results; remaining parameters are defined in Table I.
\[ \gamma'(x) = \frac{J_{c,u}}{N_{th} + \sum_{i \in \phi \setminus c} (J_{i,u})} = \frac{E\{J_{c,u}\}}{N_{th} + \sum_{i \in \phi \setminus c} (E\{J_{c,u}\})} \cdot h_{e,u} \]  

(36)

\[ \operatorname{E}\{W_a \log_2 (1 + \gamma'(x)) | x\} = W_a \ln 2 \int_0^\infty \exp \left\{ -\frac{2^\tau_a - 1}{\gamma} \right\} \times \mathcal{L}_I (x^a (2^\tau_a - 1)) \, d\tau_a, \]  

(37)

\[ \mathcal{L}_I (x^a (2^\tau_a - 1)) = \exp \left( -\pi \lambda x^2 (2^\tau_a - 1)^{2/\alpha} \int_{(2^\tau_a - 1)^{-2/\alpha}}^\infty \frac{1}{1 + \frac{a}{2^\tau_a / 2}} \, du \right). \]  

(38)

\[ \operatorname{E}\{W_a \log_2 (1 + \gamma(x)) | x\} = W_a \ln 2 \int_{\tau_a > 0} \mathcal{L}_I (x^a (2^\tau_a - 1)) \, d\tau_a \]  

\[ = W_a \ln 2 \int_{\tau_a > 0} e^{-\pi \lambda x^2 \sqrt{2^\tau_a - 1} \left( \frac{a}{2} - \arctan \left( \frac{1}{\sqrt{2^\tau_a - 1}} \right) \right)} \, d\tau_a. \]  

(39)

\[ \bar{T}_c = \int_0^\infty \operatorname{E}\{W_a \log_2 (1 + \gamma(x)) | x\} \times f_{X_c} (x) \, dx \]  

\[ \frac{2\pi \lambda}{A_c} W_a \ln 2 \int_0^\infty \int_0^\infty e^{-\pi \lambda x^2} \exp \left\{ -\frac{2^\tau_a - 1}{\gamma} \right\} \times \mathcal{L}_I (x^a (2^\tau_a - 1)) \, d\tau_a \, dx. \]  

\[ \bar{T}_c (\alpha_a = 4, \gamma' \sim \hat{\gamma}) = \frac{2\pi \lambda}{A_c} W_a \ln 2 \int_0^\infty \int_0^\infty e^{-\pi \lambda x^2} \times e^{-\pi \lambda x^2 \sqrt{2^\tau_a - 1} \left( \frac{a}{2} - \arctan \left( \frac{1}{\sqrt{2^\tau_a - 1}} \right) \right)} \, d\tau_a \, dx \]  

\[ = W_a \ln 2 \int_0^\infty \frac{1}{1 + A_c \times \sqrt{2^\tau_a - 1} \left( \frac{a}{2} - \arctan \left( \frac{1}{\sqrt{2^\tau_a - 1}} \right) \right)} \, d\tau_a. \]  

(40)

\[ \bar{T} (\alpha_a = 4, \gamma' \sim \hat{\gamma}) = W_a \ln 2 \sum_{c \in \{m,f\}} \int_0^\infty \frac{A_c}{1 + A_c \times \sqrt{2^\tau_a - 1} \left( \frac{a}{2} - \arctan \left( \frac{1}{\sqrt{2^\tau_a - 1}} \right) \right)} \, d\tau_a. \]  

(41)

\[ \bar{T}^c = N_c \times \bar{T}_c \]  

\[ = \frac{A_c \cdot \lambda_0}{\lambda_c} \times \text{BWln} 2 \int_0^\infty \frac{1}{1 + A_c \times \sqrt{2^\tau_a - 1} \left( \frac{a}{2} - \arctan \left( \frac{1}{\sqrt{2^\tau_a - 1}} \right) \right)} \, d\tau_a. \]  

(42)

(43)

Fig. 11. Exhaustive search solution for the T-UCB problem. The link load shown represents the unused proportion of the nominal link capacity; negative values indicate overload and positive values reflect unused capacity.
the BH is overloaded, and a positive value indicates the available unused BH capacity). The resulting curves are shown in Figure 11 and the solution space is demarcated by the condition (26). The limiting condition defined by (27) is never reached, in this scenario, and the optimum association policy is \(A^* = [0.16, 0.84]\).

A BH-unaware association scheme would have resulted in equal share of users between both cell types and would have incurred overload of the wireless BH cells by about 88%. Such a BH condition would reflect on the quality perceived by half of the users who would be suffering from queuing delays, lost packets, and significant reduction in throughput. If we normalise the effect of BH overload on all users attached to cells of type \(C_m\), then each would experience a throughput reduction equal to \((0.88 \times 160.75)/(N_m) = 9.43\) Mbps for \(N_m = 15\) users per cell.

1) Sensitivity analysis: In this section, we study the effect of key parameters on the optimisation results. The effect of the probability \(p_m\) of cells of type \(C_m\) is first studied in Figure 12 (Top), assuming the same cells and users densities as in the previous section. As expected, more users associate with the fibre-based cells when these increase in density. Moreover, the optimum curv reviates from the linear relationship due to the constraint determined by the wireless BH capacity, which in this figure is calculated based on \(\lambda_2 = 4\) aggregation points per km\(^2\), i.e., \(160.75\) Mbps. The highest association factor with cells of type \(C_m\) is 0.4 and occurs when the proportion of such cells is 85%. There are no feasible solutions beyond this value that would satisfy the microwave capacity constraint.

Next, we inspect the effect of the wireless BH capacity on the association policy in Figure 12 (Bottom), where the probability of cells of type \(C_m\) is \(p = 0.5\). For values of \(\lambda_2 \geq 13\) aggregation points per km\(^2\) (i.e., \(307.2\) Mbps), the network becomes radio access limited and the increase in microwave capacity does not affect the association policy.

VI. CONCLUSION

We have presented in this article tractable models that capture three key performance characteristics of wireless BH links: throughput, latency, and resilience. This is the first work that offers analytical performance models that are representative of the BH-specific LOS nature of wireless propagation. The derived expressions are employed as a modular part of the multi-hop hybrid BH performance modelling. Moreover, an association scheme that is aware of the performance of the multi-hop BH links (including wireless hops) is elaborated and shown to improve user-centric performance.

APPENDIX A

**Proof:** The average throughput of a wireless link at a given distance \(x\) is derived here using the fluctuating Rice fading channel model. By restricting the parameter \(m\) to take positive integer values, the distribution of \(\gamma_x\) is given in a very simple form [17], [18] as:

\[
f_{\gamma_x}(z) = \sum_{i=0}^{m-1} C_i \cdot \frac{1}{B_x^{m-i}} \frac{z^{m-1-i}}{(m-i)!} e^{-\frac{z}{B_x}} ,
\]

(45)

with \(B_x \triangleq \Omega_x (m + K)/m (1 + K)\) and \(C_i\) as defined in Section II-A. Plugging (45) into (8), and using ([18, eq. 23]), we find an approximate expression for the average rate \(T_x\) as in (10) and the proof is complete.

APPENDIX B

**Proof:** The average throughput of a wireless link, \(E[T]\), taken over both the variable distance and fading component can be approximated by using (11) to represent the upper incomplete Gamma function \(\Gamma (-l, z)\) and replacing \(z = x^2/B\),
as in (46). Thus, solving (46) equates to solving the following two integrals:
\[
I_1 = \int_0^\infty e^{\eta z} z^l \cdot E_1(z) \, dz.
\]
\[
I_2 = -\int_0^\infty e^{\eta z} z^l \sum_{r=0}^{l-1} (-1)^r r! \cdot z^{-r-1} \, dz.
\]
with \( \eta \equiv 1 - \pi \lambda B \).

We first solve \( I_1 \) using [29, eq. 21 p. 198]. Note that, in this case, \( \Gamma(\cdot) \) is the Gamma function which is equivalent to \( \Gamma(y) = (y - 1)! \).

\[
I_1 = \int_0^\infty e^{\eta z} z^l \cdot E_1(z) \, dz,
\]
\[
= \frac{\Gamma(l+1)}{l+1} \cdot 2F_1(l+1, l+1; l+1; 1 - \pi \lambda B) \cdot (52)
\]

The second integral \( I_2 \) can be re-arranged, as follows, with a direct solution using the Gamma function.

\[
I_2 = -\sum_{r=0}^{l-1} (-1)^r \int_0^\infty z^{l-r-1} e^{-\pi \lambda B z} \, dz
\]
\[
= -\sum_{r=0}^{l-1} (-1)^r r! \cdot \pi \lambda B r^{-l} \cdot \Gamma(l-r)
\]
\[
= -\sum_{r=0}^{l-1} (-1)^r r! \cdot (\pi \lambda B)^{-r} (l-r-1)!
\]

By replacing \( I_1 \) and \( I_2 \) by (49) and (50), respectively, in (46), the expression (12) is obtained, and the proof is complete.

**APPENDIX D**

Proof: The probability of a typical user associating with cell of type \( C_m \) is \( A_m \) and is defined as follows:

\[
A_m \triangleq \Pr[c = m] = \mathbb{E}_{R_m} [\Pr[R_m(R_m) > R_f]]
\]

(a) \[
= \mathbb{E}_{R_m} \left[ \Pr[R_f > \left( \frac{\alpha}{\Omega_m} \right)^{1/\alpha} \times R_m \right] \]
\[
= \int_0^\infty \Pr[R_f > \left( \frac{\alpha}{\Omega_m} \right)^{1/\alpha} \times R_m] \times f_{R_m}(r) \, dr
\]

(b) \[
= \int_0^\infty e^{-\pi \lambda \frac{\Omega_m}{\alpha \Omega_m} \cdot r^2} \times 2\pi \lambda \cdot r \cdot e^{-\pi \lambda r^2} \, dr
\]

(c) \[
A_m = \frac{1}{\left( \frac{\alpha}{\Omega_m} \right)^{2/\alpha}}
\]

Plugging (53) into (31) leads to the expression (32), and the proof is complete.
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