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Abstract—Energy efficient communication has emerged as one of the key areas of research due to its impact on industry and environment. Any potential degree of freedom (DoF) available in the system should be exploited smartly to design energy efficient systems. This paper proposes a framework for achieving energy efficiency for the data loss tolerant applications by exploiting the multiuser diversity and DoFs available through the packet loss pattern. For a real time application, there is a constraint on the maximum number of packets to be dropped successively that must be obeyed. We propose a channel-aware energy efficient scheduling scheme which schedules the packets such that the constraint on the average packet drop rate and the maximum number of successively dropped packets is fulfilled for the case when a finite number of unscheduled packets can be buffered. We analyze the scheme in the large user limit and show the energy gain due to buffering on the proposed scheme.

I. INTRODUCTION

The quality of service (QoS) requirements characterize the behavior of the network traffic. If real time services require strict QoS guarantees, there are few degrees of freedom (DoF) available to exploit to improve the energy efficiency or throughput of the system. For example, multimedia traffic is constrained by a fixed set of parameters like average and/or maximum tolerable packet delay. Also, there is a certain bound on the average packet drop rate which must be obeyed to maintain the quality of experience (QoE) of the user.

On the other side, reducing costs of transmission is one of the most important factors for the network providers due to increasing cost of energy. Energy efficient transmission techniques must exploit any DoF available in the supported services to design the systems at the physical layer.

In the literature, energy efficient scheduling has been discussed in different settings for delay limited systems [1]–[3]. Similarly, the work in [4] addresses the importance of packet dropping mechanisms from energy point of view. The average packet drop rate is considered to be one of the most important parameters for system design. Only little attention is paid to the pattern of the dropped packets. For example, consider a scenario where the average packet drop rate \( \theta_{\text{tar}} \) is quite small but a large number of packets are dropped successively due to deeply faded wireless channel. In spite of fulfilling an average packet drop rate guarantee, the users will experience a jitter in the perceived QoE (for a multimedia application). Thus, QoS service must also be defined in terms of maximum number of packets allowed to be dropped successively in addition to the average packet drop probability. This additional parameter characterizing the pattern of the dropped packets is termed the continuity constraint parameter \( N \) [5]. The authors in [6] discuss an optimal dropping scheme with the objective to minimize/maximize the packet drop gap. Traditionally, such problems are handled at upper layers of communications through link adaptation or automatic repeat request (ARQ) mechanisms. However, bringing this information to the physical layer design shows significant merits as the information can effectively be used for opportunistic scheduling purpose.

The work in [5] proposes an opportunistic scheduling scheme which exploits the DoF available through continuity constraint and average packet drop parameters and aims at minimizing the average system energy. The work characterizes the effects of the parameters \( \theta_{\text{tar}} \) and \( N \) on the system energy. However, the proposed scheme does not allow buffering of data packets which is an integral part of the resource allocation mechanisms. This work generalizes the framework in [5] for the case when buffering of packets is allowed for a finite number of time slots. This additional DoF poses new challenges in terms of modeling and analysis of the problem. In addition to the QoS parameters \( \theta_{\text{tar}} \) and \( N \), the maximum size of the buffer provides another trade-off for energy efficiency.

The main contribution of this work is to generalize the framework proposed in [5] and analyze it. The generalized framework is more complex due to involvement of another DoF but provides better results in terms of energy efficiency as demonstrated through the numerical examples in Sec. V.

The rest of this paper is organized as follows. Section II introduces the system model and fundamental assumptions. We discuss and analyze the proposed scheme in Section III. The optimization problem is formulated in Section IV. We provide the numerical evidence of the gain of our scheme in Section V and conclude with the main contributions of the work in Section VI.

II. SYSTEM MODEL

This work follows the system model in [5], [7]. We consider a multiple-access system with \( K \) users randomly placed within
a circular area. Every user is provided an average rate \( R_k = \frac{C}{K} \) where \( C \) denotes the spectral efficiency of the system.

We consider an uplink scenario while the system is time-slotted. Each user \( k \) experiences a channel gain \( h_k(t) \) in slot \( t \). The channel gain \( h_k(t) \) is the product of path loss \( s_k \) and small-scale fading \( f_k(t) \). The path loss is a function of the distance between the transmitter and the receiver and remains constant within the time scale considered in this work. Small-scale fading depends on the scattering environment. It remains constant within the time scale considered in this work.

Identically distributed across both users and slots, but remains constant within the time scale considered in this work.

Small-scale fading depends on the scattering environment. It remains constant within the time scale considered in this work. The continuity constraint requires us to allow scheduling of multiple users simultaneously in the same time slot.

If only a single user is scheduled per time slot, the continuity constraint cannot be satisfied without allowing outage when multiple users have already dropped \( N \) packets. The scheme follows the results for the asymptotic user case analysis which implies that there is no limit on the number of users scheduled simultaneously. Those scheduled users are separated by superposition coding and successive interference cancellation (SIC).

Let \( K \) denote the set of users to be scheduled and \( \Phi_k \) be the permutation of the scheduled user indices that sorts the channel gains in increasing order, i.e. \( h_{\Phi_1} \leq \cdots \leq h_{\Phi_k} \leq \cdots \leq h_{\Phi_K} \). Then, the energy of the scheduled user \( \Phi_k \) with rate \( R_{\Phi_k} \), is given by [7], [8]

\[
E_{\Phi_k} = \frac{N_0}{h_{\Phi_k}} \left( 2\sum_{i<k} R_{\Phi_i} - 2\sum_{i<k} R_{\Phi_i} \right).
\]

where \( N_0 \) denotes the noise power spectral density.

### III. Modeling of the Scheme for the Finite Buffered Data Packets

A constant arrival of a single packet with normalized size \( \frac{C}{K} \) is assumed for simplicity. However, the scheme is not restricted to this assumption as a random packet arrival process can be modeled as a constant arrival process where multiple arrived packets in the same time slot are merged as a single packet with random packet size following the framework in [2], [9]. The packet arrival occurs at the start of time slot and the scheduling is performed afterwards taking into account the newly queued packet. All the arriving packets are queued sequentially, i.e., the oldest arrived packet is the head of line (HOL). If a single packet has to be scheduled or dropped, it has to be HOL packet.

The continuity constraint and buffer size parameters for a user \( k \) are denoted by \( N \) and \( B \), respectively; and assumed to be identical for all the users. The variables \( i \leq N \) and \( j \leq B \) denote the number of successively dropped and buffered packets for a user \( k \) at time \( t \), respectively. A packet arriving at time \( t \) is not dropped immediately if not scheduled but buffered for \( B \) time slots and dropped then (if still not scheduled).

We use Markov decision process (MDP) to model the scheme. The summation of the number of already successively dropped and (already) buffered packets at time \( t \) defines the state of a Markov process. It is denoted by \( p \).

\[
p = i + j.
\]

At the start of the Markov process \( (p = 0) \), the packet is not dropped if not scheduled as packets can be buffered for \( B \) time slots resulting \( i = 0 \) and \( p = j \) for \( p \leq B \). When the buffer is completely filled with packets, the unscheduled HOL packet is dropped onwards. Note that dropping operation is limited to a single packet as this is enough to make room for the newly arrived\(^1\) packet at time \( t \). Thus, the variable \( i \) increases and \( j \) is fixed to \( B \) for \( p > B \). Thus, the maximum number of states in a Markov chain is \( B + N + 1 \) where \( M = B + N \) denotes the termination state.

Let \( \alpha_{pq} \) denote the transition probability from a state \( p \) to \( q \). Furthermore, we denote transition probabilities associated with the scheduling, buffering and dropping decisions by the notation \( \alpha_{pq}, \hat{\alpha}_{pq} \) and \( \hat{\alpha}_{pq} \), respectively. We define \( \alpha_{pq} \) as

\[
\alpha_{pq} = \Pr(S_{t+1} = q|S_t = p) = \begin{cases} \hat{\alpha}_{pq} & \forall p, q \leq \min(p, B) \\ \hat{\alpha}_{pq} & p < B, q = p + 1 \\ \hat{\alpha}_{pq} & p \geq B, q = p + 1 \\ 0 & \text{else} \end{cases}
\]

We define a scheduling threshold.

**Definition 1 (Scheduling Threshold \( \kappa_{pq} \)):** It is defined as the minimum small scale fading value \( f \) required to make a state transition from state \( p \) to \( q \) such that

\[
\hat{\alpha}_{pq} = \Pr(\kappa_{pq} < f \leq \kappa_{p(q-1)}) \quad 0 \leq q \leq \min(p, B).
\]

where \( \kappa_{p0} \) is defined to be infinity with \( S_0 \) denoting a dummy state before \( S_0 \). The threshold definition uses fading instead of channel gain to avoid near-far effect which gives unfair advantage to the users near the base station.

**A. The Proposed Scheme**

We assume infinitely large number of users in the system. In the large user limit, the scheduling decisions of the users decouple and the multiuser system can be modeled as a single user system following the work in [2], [10]. Every user makes his own scheduling decision independent of the other users.

The purpose of the scheduling scheme is to maximize the use of available fading conditions by scheduling as many packets as possible. Thus, the fading is quantized in such a way that the discrete set of state-dependent scheduling thresholds determines the intervals for the optimal scheduling decisions. In a state \( p \geq q \), the scheduler makes a state transition to state \( q \) such that

\[
q = \arg \min_q \kappa_{pq} < f \leq \kappa_{p(q-1)} \quad 0 \leq q \leq \min(p, B).
\]

\(^1\)The newly arrived packet remains in a separate temporary buffer momentarily before scheduling decision as it arrived at the start of the time slot.
For a state transition $\hat{\alpha}_{pq}, q \leq \min(p, B)$, the number of the scheduled packets is given by

\[ L(p, f) = \min(p, B) - q + 1, \]

where $q$ is determined uniquely by (6). Obviously, a user can only schedule as many packets as buffered. Thus, the maximum scheduled packets for a state $p < B$ are limited to $p - q + 1$ (due to constant arrival model) while they are fixed to $B - q + 1$ for $p \geq B$. Note that scheduling of packets starts with the HOL packet and ends with the most recently arrived packet. Equation (6) chooses $q$ which maximizes the scheduling of packets for a state $p$ and fading $f$. To meet the continuity constraint with probability one, $\kappa_{MB}$ is set to zero to allow transmission of the HOL packet in state $M$.

We deduce the following properties of scheduling from (6).

**Property 1:** The next state (in case of scheduling) is limited by the minimum of $p$ and $B$. If $p \leq B$, $q$ cannot exceed $p$, otherwise it is limited to $B$.

Thus, up to $\min(p, B) + 1$ buffered packets can be scheduled depending on small scale fading in a state $p$.

**Property 2:** Scheduling thresholds follow the monotonic decrease property that

\[ \kappa_{p(q+1)} \leq \kappa_{pq} \quad \forall p, \ 0 \leq q < \min(p, B). \]  

If $f \leq \kappa_{p\min(p, B)}$, no scheduling occurs. In this case, the next state $q$ equals $p + 1$ but a packet can be dropped or buffered depending on the conditions in (9) and (11) below. We have

\[ \hat{\alpha}_{pq} = \Pr(f \leq \kappa_{pp}), \quad p < B, q = p + 1 \]  

\[ = 1 - \sum_{q=0}^{p} \hat{\alpha}_{pq} \]  \hspace{1cm} (9)

\[ \hat{\alpha}_{pq} = \Pr(f \leq \kappa_{pB}), \quad p \geq B, q = p + 1 \]  

\[ = 1 - \sum_{q=0}^{B} \hat{\alpha}_{pq} \]  \hspace{1cm} (10)

where $\kappa_{pp}$ and $\kappa_{pB}$ denote the minimum thresholds to schedule at least one packet. We explain (9) and (11) in detail.

- $\hat{\alpha}_{pq} = \Pr(f \leq \kappa_{pp})$, $p < B, q = p + 1$
  - If $p < B$, the HOL packet is buffered with the option that it can be scheduled in one of the $B - p$ time slots in future.

- $\hat{\alpha}_{pq} = \Pr(f \leq \kappa_{pB})$, $p \geq B, q = p + 1$
  - If $p > B$, the HOL packet has to be dropped as the buffer is already full. The best option by continuity constraint point of view is to drop HOL packet to make room for the newly arrived packet.

Consider the state diagram in Fig. 1 for the case when $N = 1, 2$ and $B = 0, 1, 2$. The corresponding state transition matrix for a system with $N = 1$ and $B = 2$ is given by

\[ Q = \begin{pmatrix}
\hat{\alpha}_{00} & \hat{\alpha}_{01} & 0 & 0 \\
\hat{\alpha}_{10} & \hat{\alpha}_{11} & \hat{\alpha}_{12} & 0 \\
\hat{\alpha}_{20} & \hat{\alpha}_{21} & \hat{\alpha}_{22} & \hat{\alpha}_{23} \\
\hat{\alpha}_{30} & \hat{\alpha}_{31} & \hat{\alpha}_{32} & 0
\end{pmatrix}. \]  \hspace{1cm} (13)

It should be noted that the number of states in an MDP are the same for the parameter sets $N = 2, B = 1$ and $N = 1, B = 2$ but the transition probability matrix $Q$ differs and captures the effect of each parameter on the system energy. The parameter set $N = 2, B = 1$ requires optimization of 2 thresholds per state for $p \geq 1$ while the parameter set $N = 1, B = 2$ requires 3 thresholds per state for $p \geq 2$. We evaluate the energy efficiency of both the cases numerically in Sec. V.

**IV. THE OPTIMIZATION PROBLEM**

The number of scheduled packets are considered as virtual users (VU) for the analysis purpose. It is known that the average energy consumption of the system per transmitted information bit at the large system limit $K \to \infty$ is then given by [5], [7]

\[ \left( \frac{E_b}{N_0} \right)_{sys} = \log(2) \int_{0}^{\infty} \frac{2^C \cdot P_{h, VU}(x)}{x} dx \]  \hspace{1cm} (14)

where $P_{h, VU}()$ denotes the cumulative distribution function (cdf) of the fading of the scheduled VUs. It comprises of the small scale fading and the path loss components of the VUs. However, in the large system limit, the state transitions depend
only on the small scale fading distribution as the path loss for VUs follows the same distribution as the path loss of the users.

Now, we formulate the optimization problem according to the model described in Section III.

\[
\min_{Q \in \Omega} \left( \frac{E_o}{N_0} \right)_{\text{sys}} \quad (15)
\]

\[
C_1 : 0 \leq \sum_{m=0}^{\min(p,B)} \alpha_{p,m} \leq 1 \quad 0 \leq \alpha_{p,m} \leq 1,
\]

\[
s.t. : \quad C_2 : \theta_r \leq \theta_{\text{tar}}
\]

\[
C_3 : \sum_{q=0}^{M} \alpha_{pq} = 1 \quad 0 \leq p \leq M
\]

\[
C_4 : B + N = M \quad B < \infty, N < \infty
\]

where \( \Omega \) denotes the set of permissible matrices for \( Q \) and \( \theta_r \) is the average packet drop rate for a fixed \( Q \) and given by

\[
\theta_r = \sum_{p=B}^{M-1} \alpha_{p(p+1)} \pi_p = \sum_{p=B}^{M-1} \left( 1 - \sum_{m=0}^{\min(p,B)} \alpha_{p,m} \right) \pi_p . \quad (17)
\]

Equation (17) results by combining \( C_1 \) and \( C_3 \) in (16) while \( \pi_p \) denotes the steady state probability of the state \( p \) and follows the property

\[
\sum_{p=0}^{M} \pi_p = 1 . \quad (18)
\]

The forward transition for the state \( p \geq B \) represents the events of dropping the packet and the summation over the corresponding transition probabilities \( \alpha_{p(p+1)} \) gives the average dropping probability. The summation in (17) starts from state \( B \) as the unscheduled packets are buffered for \( p < B \). For a fixed \( p \), the corresponding channel-dependent optimal scheduling threshold can be computed from the optimized \( \alpha^*_p = [\alpha^*_{p,0}, \ldots, \alpha^*_{p,\min(p,B)}] \) using (5).

The probability density function (pdf) of the small scale fading of the scheduled VUs is given by

\[
P_{f,VU}(y) = \sum_{p=0}^{M} c_p \pi_p L(p,y) P_f(y) \quad (19)
\]

where \( P_f(y) \) and \( c_p \) denote the small scale fading distribution and a normalization constant while \( L(p,y) \) is given by (7). The cdf of the VUs can be written as a sum of integrals

\[
P_{f,VU}(y) = \sum_{p=0}^{M} c_p \pi_p \left( L(p,y) \int_{\min(p,B)-q}^{y} P_f(\xi) d\xi \right) \quad (20)
\]

Using linear algebra (20) yields

\[
P_{f,VU}(y) = \sum_{p=0}^{M} c_p \pi_p \left( L(p,y) P_f(y) \right. \\

\left. - \sum_{b=0}^{\min(p,B)-q} \int_{\min(p,B)-b+1}^{y} P_f(\xi) d\xi \right) \quad (21)
\]

since no users are scheduled for \( y < \kappa_{p,\min(p,B)} \). The channel distribution for the scheduled VUs can be computed using (21) and the path loss distribution.

A. Heuristic Optimization

The optimization problem is to compute a set of transition probabilities that result in minimum system energy in (14). For every state \( p \), an optimal \( \alpha^\ast_p = [\alpha^*_{p,0}, \ldots, \alpha^*_{p,\min(p,B)}] \) needs to be computed. The computation of optimal \( \alpha^\ast_p \) under constraints in (16) is a stochastic optimization problem and requires heuristic optimization techniques like genetic algorithms, neural networks, etc., which provide acceptable solutions.

We choose Simulated Annealing (SA) to compute the solution for the optimization problem. SA is believed to help avoiding local minima by probabilistically allowing a candidate configuration to be the best known solution temporarily even if the configuration is not the best available solution at that time. \( M+1 \) state MDP models the problem for finite \( B, N \) while matrix \( Q \) represents a candidate configuration for SA. In SA, one transition probability (that fulfills the conditions in (16)) in \( Q \) is varied randomly in a single iteration and the objective function is computed only if the constraint \( C_2 \) is satisfied. If the solution improves the previous best solution, the new configuration, i.e., the proposed \( Q \), is selected as the current best solution, discarded otherwise. However, depending on certain probability, the new configuration can be selected as the best solution even if it does not improve the previous best solution. This helps to avoid local minima. After a fixed number of iterations, a solution is computed which is considered optimal. We omit the details of SA scheme here due to space limitations but the reader is referred to [11] for the details of SA algorithm.

V. NUMERICAL RESULTS

In this section, we provide some numerical examples to demonstrate the potential gain of our scheme. \( K \) users are uniformly distributed in a circular cell except a forbidden region of radius \( \delta \) around the access point and the path loss follows the distribution in [7]. We assume Rayleigh fading with mean one and the path loss is exponential with an exponent 2. The value of \( C \) is fixed to 0.5 bits/s/Hz. We use fast annealing cooling schedule for SA simulations.

We focus on the effects of buffering on a system constrained by parameters \( \theta_{\text{tar}}, N \). Fig. 2 shows system energy for various combinations of parameter sets \( N, B, \theta_{\text{tar}} \). For a fixed \( N \), the system becomes more energy efficient as \( B \) increases. Thus, flexibility in latency requirements helps to combat the transmission challenges emerging from the finite packet dropping parameters. Note that energy gain by increasing parameter \( B \) is nearly constant and independent of \( \theta_{\text{tar}} \) while the gain due to increasing \( N \) depends on \( \theta_{\text{tar}} \). For a fixed \( M = 3 \), the energy efficiency for the parameters \( B = 2, N = 1 \) is substantially larger than the case with parameters \( B = 1, N = 2 \) at small \( \theta_{\text{tar}} \); but the energy efficiency for the case \( B = 1, N = 2 \) outperforms the energy efficiency for the case \( B = 2, N = 1 \).
at large $\theta_{\text{tar}}$. Thus, it is important to realize the operating region for the system to maximize the advantage from DoFs.

For a fixed $N$, the system energy saturates at some $\theta_{\text{lim}} = \theta_{\text{tar}}$ and $\theta_{\text{tar}} > \theta_{\text{lim}}$ does not improve the energy efficiency (c.f. Lemma 1 in [5]) where $\theta_{\text{lim}}$ is the solution of (15) without applying $C_2$ in (16). As evident from Fig. 2, an increase in value of $B$ results in decrease in the value of $\theta_{\text{lim}}$.

The parameter $\theta_{\text{tar}} = 0$ is a special case where $N$ becomes irrelevant as zero average packet drop rate implies that the system is lossless and thus, $N > 0$ does not help. However, if $\theta_{\text{tar}} = 0$, an increase in value of $B$ does help to make the system energy efficient as shown in Fig. 2. A system with parameters $B = 1, N = 1, \theta_{\text{tar}} = 0$ is almost as much energy efficient as a system with $B = 0, N = 1$ and $\theta_{\text{tar}} \simeq 0.20$, i.e. additional freedom in average dropping rate.

To measure the relative accuracy of the computed solution for the SA algorithm, we define a parameter $\Delta$ by

$$\Delta = 1 - \frac{\theta^*_\text{tar}}{\min(\theta^*_\text{tar}, \theta_{\text{lim}})} \ (22)$$

where $\theta^*_\text{tar}$ is computed for a given $\theta_{\text{tar}}$ by using (17) for the optimal solution $Q^*$. The small $\Delta$ implies that the computed solution is sufficiently exploiting the DoF inherited by the system through parameter $\theta_{\text{tar}}$. We observe in Fig. 3 that $\Delta$ is quite small for the computed solutions. As SA is a heuristic algorithm, there is no consistent pattern in the values of $\Delta$. In general, for a fixed number of temperature iterations, the computation of the solution is expected to be hard as the number of parameters involved increases, i.e., sparse $Q$ and large number of thresholds.

VI. CONCLUSIONS

This work considers a framework for achieving energy efficiency by exploiting multiuser diversity. The proposed scheme is modeled and analyzed for the loss tolerant applications which are parameterized by average packet loss and maximum number of successively dropped packets. The optimization problem is modeled and formulated using Markov decision

---

2 Please refer to [5] for the details of Lemma 1 and 2.
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