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Fig. 8. Open Source Computer Vision Library: (a) distance and lane detection
with radar and camera sensors, (b) perspective mapping and analysis, (c)
vehicle detection with object discovery, (d) real-time lane and vehicle tracking,
(e) edge and line detection for lane and vehicle mapping, (f) vehicle tracking
with lane detection through the camera sensor, (g) OpenCV mapping through
sensors (distance and obstacles).

behaviour will be inevitable with the increase of fully au-
tonomous vehicles as they have a pre-defined way of driving.
How will that affect the passenger who is not in charge of
the control of the vehicle anymore? Moreover, there is a need
for a method to determine the readiness of the society to start
accepting “auto-pilot error” incidents. Lastly, with legislations
in the likes of General Data Protection Regulation (GDPR),
the aspect of data privacy and personal data (PII) has to
be addressed. Incident reporting and protection of historical
sensitive data will play a big part in dealing with data flows
of future systems, not to mention the problems of identity and
authentication of Cyber-Physical Systems.

V. CONCLUSION AND FUTURE WORK

Connected cars should be resilient -by design- to cyber-
attacks. Appropriate responses when defences fail are triggered
by detection methods. With the specific scenario of cyber-
hijacking and change of routes, the threat modelling of remote
hacking was highlighted as a potentially dangerous intrusion
and it has been established that behaviour analysis and profil-
ing can be the solution to this deficiency.

This paper has presented an approach to proactive anomaly
detection for cyber-threat prevention by using concepts of
behavioural analysis through Bayesian estimation techniques
and a simulation has been carried out with the results as a
proof-of-concept to argue that this can significantly improve
resilience and reduce the time-cost required by supervised
machine learning to predict new malicious intents. Connected
cars have been chosen as a use case for the research to
focus on a sub-set of Cyber-Physical Systems and conduct
the behavioural analysis with a specific scenario of cyber-
hijacking. A quantitative research design has been utilised
by sampling a dataset of routes between two cities and the
motion patterns including sensor data on which statistical
methods and techniques are then applied. Through sampling,

it can be shown that the deviations from normal routes can
be recognised proactively which is an important improvement
compared to traditional reactive solutions. Each profile is
uniquely created for a specific car, although, some profiles can
arguably be generalised for specific case studies such as the
movement of buses following specific guidelines influenced
by a company’s policy. However, detection, in this case, could
cover non-compliance with policies rather than hijacking.

Future work in this area includes the development of an
integrated system with optimised methods based on a field
study incorporating multiple cars and drivers. This will help
to consolidate the system with corrective actions to identify
exceptions related to external factors. Once identified, this
external uncertainty can be used to enhance performance
through better Bayesian prediction.
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