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Abstract—In this paper, we propose novel Hybrid Automatic Repeat re-Quest (HARQ) strategies used in conjunction with hybrid relaying schemes, named as H²-ARQ-Relaying. The strategies allow the relay to dynamically switch between amplify-and-forward/compress-and-forward and decode-and-forward schemes according to its decoding status. The performance analysis is conducted from both the spectrum and energy efficiency perspectives. The spectrum efficiency of the proposed strategies, in terms of the maximum throughput, is significantly improved compared with their non-hybrid counterparts under the same constraints. The consumed energy per bit is optimized by manipulating the node activation time, the transmission energy and the power allocation between the source and the relay. The circuitry energy consumption of all involved nodes is taken into consideration. Numerical results shed light on how and when the energy efficiency can be improved in cooperative HARQ. For instance, cooperative HARQ is shown to be energy efficient in long distance transmission only. Furthermore, we consider the fact that the compress-and-forward scheme requires instantaneous signal to noise ratios of all three constituent links. However, this requirement can be impractical in some cases. In this regard, we introduce an improved strategy where only partial and affordable channel state information feedback is needed.
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I. INTRODUCTION

Packet oriented data transmission has long been used in wireless communication systems, where a major concern is how to control transmission errors caused by the time-varying channel and noise. One approach to this problem is the application of Automatic Repeat re-Quest (ARQ), or its advanced version Hybrid-ARQ (HARQ). Moreover, various distributed network architectures based on relaying techniques are emerging to provide uniform high rate coverage for future wireless systems. It is natural to combine HARQ and the relaying schemes in a complementary way to further exploit the degrees of freedom of the wireless media and enjoy improved performance.

In addition to amplify-and-forward (AF) and decode-and-forward (DF) [1]-[3], compress-and-forward (CF) has recently drawn considerable attention [4]-[11]. Unlike DF, which benefits from transmit diversity, in CF the relay compresses and forwards its observation to the destination and thus provides receive diversity [12]. Some advanced relaying schemes are proposed in [6] and [13]-[15], where the conventional mechanisms are combined in a hybrid fashion and some improvements are identified.

However an effective relaying scheme by itself is not sufficient to prevent packet loss and therefore, retransmission techniques based on ARQ [16] and HARQ can be used to circumvent this problem. In [17] and [18], the ARQ techniques are combined with the relaying techniques, where the diversity-multiplexing-delay tradeoff and the combination of adaptive cooperation and ARQ, respectively, are analyzed. Their work has been extended to HARQ in [19]-[20]. In [21], the energy consumption of a DF based HARQ system is analyzed. However, in these previous works, HARQ is deployed with a non-hybrid forwarding scheme, usually DF, and hence referred as H-ARQ-Relaying. From [6], we know that the outage behavior can be greatly improved if the relay adaptively switches between different forwarding schemes. Further improvement can be expected by combining a hybrid relay system with HARQ. This combined strategy is called H²-ARQ-Relaying since both the retransmission protocols and the relaying schemes are hybrid. Some preliminary work on H²-ARQ-Relaying is done in [22], where the relay system can switch between AF and DF and exhibits significant frame error rate improvement.

The existing analysis on the combination of the HARQ mechanisms with the relay systems suffers from several limitations and drawbacks: 1) the performance of the AF/DF scheme is fundamentally limited by the source-relay link and it also suffers from the bandwidth loss due to the use of repetition codes in AF. 2) No throughput analysis for a hybrid relay system has been provided in an analytical framework. 3) Although the impact on the total energy, including both transmission and circuitry energy, has been investigated in a DF based system, it has not been addressed for hybrid systems. In addition, the work in [21] has several constraints, such as the same distance between three nodes, uniform power allocation for the source and the relay. These constraints are removed in this work to exploit the optimal performance with more flexibility. In this paper, we focus on the hybrid CF/DF based H²-ARQ-Relaying strategy, although the AF/DF one is also addressed briefly. Only incremental redundancy (INR) based HARQ is considered as it offers higher throughput [23]. The proposed strategies and their spectrum and energy efficiency analysis are the main contributions of this work.

We notice that the CF technique requires global instantaneous channel state information (CSI) at the relay in order to perform ideal Wyner-Ziv coding [24]-[25]. We propose a
practical strategy requiring a very small number of extra feedback bits which carry only partial CSI. Although the amount of feedback information is greatly reduced, this approach performs close to the original H²-ARQ-Relaying strategy with full CSI. The rest of the paper is organized as follows. The system model and assumptions are introduced in the next section. The H²-ARQ-Relaying strategies are proposed and their performance in terms of spectrum and energy efficiency is studied in section III and IV, respectively. In section V, the practical strategy is analyzed. Simulation results are discussed in Section VI and conclusions are drawn in the final section.

We employ the following notations and definitions: vectors and matrices are represented by bold letters, e.g. $\mathbf{x}$; a random $m$-vector is a column vector with $m$ independent and identical distributed (i.i.d.) random elements; sequences of scalar $x$ and vector $\mathbf{X}$ are designated as $x_n = (x_1, ..., x_n)$ and $\mathbf{X}_n = (\mathbf{x}_1, ..., \mathbf{x}_n)$, respectively, and the truncated sequence is defined as $\mathbf{x}_{lm} = (x_1, ..., x_m)$.

II. THE HYBRID RELAY SYSTEM MODEL

We introduce the system model in Fig.1, where S, R and D denote the source, relay and destination, respectively, and $c_0$, $c_1$ and $c_2$ are the S-D, S-R and R-D channel gains, respectively, modeled by circularly symmetric complex Gaussian (CSCG) distribution with unit variance and zero mean. Some important assumptions and definitions are clarified as follows:

1) A complete transmission lasts for $T$ seconds, where $T \leq T_{max}$ and is optimized as a design parameter. A half-duplex model is assumed, where a complete frame consists of a relay-receive phase with duration $\alpha T$ and a relay-transmit phase with duration $(1-\alpha)T$

2) Block fading is assumed. We also assume that the global CSI is known at the relay but not the source. Under such CSI availability assumptions, a theoretical bound of the CF/DF based strategy is derived as a benchmark. We will propose effective solutions to relax the CSI requirements at the relay. However, this CSI assumption could still be valid as the CF technique is a viable solution when the R-D link is strong. It allows for the S-D link CSI feedback from the destination. The knowledge of the R-D link can be obtained either through channel reciprocity or feedback. Acquiring the S-R CSI at the relay is trivial. Following the same line of argument, provision of the global CSI for the source is possible only when the source has a strong link to the destination, which is of no interest as there would not be any need for the relay to cooperate. There could be other possibilities for CSI assumptions. However, those are out of the scope of this work.

3) The global CSI is also available at the destination, which can be achieved through channel estimation and a negligible cost of rate [6]. Perfect frequency and time synchronizations between the source, destination and relay are assumed. However, phase synchronization is not assumed due to implementation difficulty [12].

4) If needed, the subscripts and superscripts denote nodes and time phases, respectively.

The source transmits $n_{sw}$ bits to the destination by sending a message $w \in \{1, ..., 2^{n_{sw}}\}$. We define the following codebooks: $\mathbf{X}_s^1(w)$ and $\mathbf{X}_s^2(w)$ are random $\alpha n_r$- and $(1-\alpha)n_r$-vectors, respectively, and $\mathbf{X}_{r,DF}(w)$ and $\mathbf{X}_{r,CF}(\nu)$ are random $(1-\alpha)n_r$-vectors, where $n_r$ is the frame length and $\nu$ is the compression index. We assume independent CSCG distribution with zero mean for all the elements of the defined codebooks.

In phase 1, the source transmits $\mathbf{X}_s^1(w)$ and the received signals at the relay and the destination are

$$
\mathbf{Y}_r = \frac{c_1}{\sqrt{K_0 d_2^{\zeta/2}}} \mathbf{X}_s^1(w) + \mathbf{Z}_r, \quad \mathbf{Y}_d = \frac{c_0}{\sqrt{K_0 d_0^{\zeta/2}}} \mathbf{X}_s^1(w) + \mathbf{Z}_d,
$$

respectively, where $d$ is the distance, $\zeta$ is the path loss exponent, $K_0$ is a constant indicating the physical characteristics of the link and the power amplifier as in [21] and [28], and $\mathbf{Z}_r$ and $\mathbf{Z}_d$ are the additive noise vectors whose elements are modeled by i.i.d. CSCG distribution with zero mean. During phase 2, depending on the decoding status, the relay takes different actions:

- **Relay Decoding Success (DF Mode):** the relay and the source transmit $\mathbf{X}_{r,DF}(w)$ and $\mathbf{X}_s^2(w)$, respectively and the destination receives

$$
\mathbf{Y}_d^2 = \frac{c_0}{\sqrt{K_0 d_0^{\zeta/2}}} \mathbf{X}_s^2(w) + \frac{c_2}{\sqrt{K_0 d_2^{\zeta/2}}} \mathbf{X}_{r,DF}(w) + \mathbf{Z}_d.
$$

The destination decodes $w$ jointly from $\mathbf{Y}_d^2$ and $\mathbf{Y}_d^1$.

- **Relay Decoding Failure (CF or AF Mode):** In CF mode, the relay quantizes $\mathbf{Y}_r$ into an intermediate bin index $u$, which is then compressed to index $\nu$ [7], [23]. In contrast to DF mode, the relay now forwards $\mathbf{X}_{r,CF}(\nu)$. At the destination, $\mathbf{X}_{r,CF}(\nu)$ is firstly decoded by treating $\mathbf{X}_s^2(w)$ as noise. Once $\nu$ is obtained, with the help of the side information, the estimation of the relay’s observation, denoted as $\mathbf{Y}_r$, is reconstructed. The destination then subtracts the known part from $\mathbf{Y}_d^2$ and uses

$$
\mathbf{Y}_d^2 = \mathbf{Y}_d^2 - \frac{c_2}{\sqrt{K_0 d_2^{\zeta/2}}} \mathbf{X}_{r,CF}(\nu), \quad \mathbf{Y}_d^1 \text{ and } \mathbf{Y}_r \text{ to jointly decode } w.
$$

AF mode is nothing different but replacing CF with AF and its signal model is described in Appendix A. In the following sections, we only focus on the CF/DF based strategy.
When retransmission protocols are considered, we can expand the defined codebooks to $X_{1,s,n}(w)$, $X_{2,s,n}(w)$, $X_{r,DF,n}(w)$ and $X_{r,CF,n}(\nu_n)$, for $1 \leq n \leq N$, where $N$ is the maximum retransmission limit. As depicted in Fig.1, the feedback channels are used to convey the decoding status at the relay and the destination. During phase 1 of the $n$-th frame, the source broadcasts $X_{1,s,n}(w)$. If the message is successfully decoded by the destination, where the decoding is based on all buffered signals, an acknowledgement (ACK) message is sent back to the source and the relay and the transmission of $w$ is finished. If the destination detects errors, it broadcasts a not acknowledgement (NAK) message. Once the relay receives the NAK message, it tries to decode through a joint processing of $Y_{r,n}$. Different actions are envisaged based on its decoding status:

Relay Decoding Success: An ACK is broadcast by the relay to indicate that it is working in DF mode. The relay and the source transmit $X_{r,DF,n}(w)$ and $X_{2,s,n}(w)$, respectively. Afterwards, the source keeps silent during phase 1 of the following frames to save the energy. It only transmits with the relay in a more efficient cooperative manner during phase 2 until the source receives ACK or the retransmission limit $N$ is reached.

Relay Decoding Failure: The relay switches to CF mode and broadcasts a NAK message. At the end of phase 2, the destination attempts to decode by joint processing $Y_{d,n}$, $Y_{d,n}$ and $Y_{r,n}$. Upon successful decoding, an ACK is sent back; otherwise, the destination issues a NAK message to start a new frame if $n \leq N$. If $n = N$, HARQ failure is announced.

Fig. 2 sketches all the possible scenarios. In the first one, $w$ is successfully decoded during phase 1 of the $K$-th frame after $(K - 1)$ CF operations, in case 2, successful decoding occurs after exact $M$ CF operations, and in case 3, DF mode is activated in the $L$-th frame but the destination does not correctly decode $w$ until the $K$-th frame. Fig. 2 also depicts two scenarios where HARQ failure is announced when the relay works in CF or DF mode, respectively. Accordingly, 4 frame categories are defined in Fig.2. Table I gives the definition of frame categories. Here we assume that frames are spaced enough along the time or frequency domain to ensure independency of channel gains.

A state diagram is presented in Fig.3. $B_n$ stands for the state where the source is ready to broadcast $w$ in the $n$-th frame. The state $D_n$ indicates that DF mode is activated at the end of phase 1 of the $n$-th frame. $DF_{m,n}$ is the state where the system has entered DF mode in the $n$-th frame and cooperative transmission in phase 2 has been repeated $m$ times but the destination still detects errors. $C_n$ defines the state in which the relay is ready to conduct CF during phase 2 of the $n$-th frame. $S$ and $F_a$ are the successful decoding state and HARQ failure state, respectively.
where $t$ is the event $E$ where $t$ is the total number of category (fcis). We also define the AR at the relay after $k$ frames from frame $m$ to $n$, where $1 \leq t_i \leq T$ and 0 and otherwise. The AR at the relay after $k$ transmissions is given as

$$R_d(n) = \sum_{i=1}^{n} R_{i,t},$$

where $t_i$ is the category attribute of the $i$-th frame. Define $L_m = \{t_1, ..., t_n\}$ as the frame category indication sequence (fcis). We also define $v_i(L_{m,n}) = \sum_{i=1}^{n} 1_{t_i=t}$ to indicate the total number of category $t$ frames from frame $m$ to $n$, where $1_{t_i=t}$ is an indication function whose value is 1 when $t_i = t$ and 0 otherwise. The AR at the relay after $k$ transmissions is given as

$$R_r(k) = \sum_{i=1}^{k} R_{r,i} = \sum_{i=1}^{k} \alpha B \log_2 \left( 1 + \frac{1 + \gamma_{1,i}}{\alpha TN_0 B K d_i} \right),$$

where $E_{b,n} = \text{the energy per bit at the source during phase 1.}$

If $n_w$ bits are transmitted in one frame, we can define the event $A(v,k) = \{R_d(n) \leq n_w/T, R_r(k) \leq n_w/T\}$, and the outage probability $q(v,k) = \Pr(A(v,k))$, where $v(L_m) = (v_1, v_2, v_3, v_4)$ with $v_t = v_L(L_n)$ and $n = \sum_{i=1}^{n} v_t$. It is straightforward to show that under the fading assumption, for any fcis pair $L_m$ and $L_n$, the outage probabilities are the same as long as $v(L_m) = v(L_n)$. The outage probability $q(v,k)$ can be calculated by resorting to the 2-dimensional characteristic function of $R_d(n)$ and $R_r(k)$.

$$\Psi(s, n, k) = \mathbb{E} \left\{ e^{-s_1 R_d(n) - s_2 R_r(k)} \right\}$$

$$= \mathbb{E} \left\{ \prod_{i=1}^{k} e^{-s_1 R_{i,t} - s_2 R_{r,i}} \prod_{i=k+1}^{n} e^{-s_1 R_{i,t}} \right\}$$

$$= \prod_{i \in J} \left\{ \phi_t(s) \right\} v_r(L_n) \prod_{i \in J} \left\{ \tilde{\phi}_t(1) \right\} v_r(L_{n+1}),$$

where $s$ is $(s_1, s_2)$, and

$$\phi_t(s) = \mathbb{E} \left\{ e^{-s_1 R_{i,t} - s_2 R_{r,i}} \right\}, \tilde{\phi}_t(1) = \mathbb{E} \left\{ e^{-s_1 R_{i,t}} \right\}.$$

The outage probabilities can be expressed by the Laplace inversion formula of $\Psi(s, n, k)$ and approximated in [26],

$$q(v,k) = \frac{1}{(2\pi j)^2} \int_{d_1+\gamma j}^{d_2+\gamma j} \int_{d_1-\gamma j}^{d_2-\gamma j} \Psi(s,n,k) e^{s_1 n u + s_2 n u} ds_1 ds_2$$

$$\approx \sum_{i=1}^{M} \sum_{j=1}^{M} K_i K_j \bar{\Psi}(z, n, k),$$

where $d_1$ and $d_2$ are proper constants, $z_i$ are the poles of the Padé rational function, $z$ is $(z/T/n_w, z_j/T/n_w)$, $K_i$ are the corresponding residues and $M$ is an arbitrary integer that determines the approximation accuracy and is chosen as 10 in this paper. The closed-form expressions of $\phi_t(z)$ and $\tilde{\phi}_t(z/T/n_w)$ are difficult to obtain but we can resort to three-dimensional numerical integration. For instance

$$\tilde{\phi}_t(z/T/n_w) = \int_{\gamma_0}^{\gamma_2} \int_{\gamma_1}^{\gamma_2} e^{-(z_i R_{i,t} + z_j T/n_w)} p(\gamma) d\gamma_0 d\gamma_1 d\gamma_2,$$

where $\gamma = (\gamma_0, \gamma_1, \gamma_2)$, and $p(\gamma)$ is the joint distribution of $\gamma_0$ to $\gamma_2$.

**AF/DF based $H^2$-ARQ-Relaying:** The above approximation can be easily extended to the AF/DF based strategy. The corresponding valid frame category set is $J = \{2, 3, 4, 5\}$, where in frame category 5, CF is replaced by AF. The AR at the destination in AF mode is derived in Appendix A.

### B. State and Transition Probabilities

For two event sets $e_1$ and $e_2$, if $(e_1 \subseteq e_2)$, $\Pr(e_1 \cap e_2)$ is equal to $\Pr(e_1)$. In the state diagram, the transition probability to state $j$ from any of its adjacent incoming state $i$ is

$$\Pr(\text{state } i \to \text{state } j) = \frac{\Pr(\text{state } j)\Pr(\text{state } i)}{\Pr(\text{state } i)}.$$
\( \Pr(F_{n}) = q((N, 0, 0, 0), N) \). When the relay detects errors at the end of phase 1 of the \( n \)-th frame, the state probability is \( \Pr(C_n) = q((n - 1, 1, 0, 0), n) \); otherwise, the system moves to state \( D_n \) and the corresponding probability is given by

\[
\Pr(D_n) = \Pr(A((n - 1, 1, 0, 0), n - 1)) - \Pr(A((n - 1, 1, 0, 0), n)) = q((n - 1, 1, 0, 0), n - 1) - q((n - 1, 1, 0, 0), n).
\]

When the system is in the state \( DF_{m,n} \), it implies that \((n + m - 1)\) frames consisting of \((n - 1)\) CoF(C), 1 CoF(D) and \((m - 1)\) RTf(D) have been transmitted. Therefore, the probability is

\[
\Pr(DF_{m,n}) = q((n - 1, 0, 1, m - 1), n - 1) - q((n - 1, 0, 1, m - 1), n).
\]

There are three routes stemming from \( B_n \). As the probabilities of all the state transitions emanating from a single state must add up to 1, we have \( \Pr(B_n \rightarrow S) = 1 - \Pr(B_n \rightarrow D_n) - \Pr(B_n \rightarrow C_n) \). \( \Pr(C_n \rightarrow S) \) and \( \Pr(DF_{m,n} \rightarrow S) \) can be obtained in the same way.

### C. Spectrum Efficiency Analysis

We analyze the spectrum efficiency in terms of the throughput. Using the state and transition probabilities, we can apply the renewal-reward theorem [23] to evaluate the throughput by investigating the random reward \( \Phi \) and average airtime \( \mathcal{T} \). We first investigate the successful decoding events depicted in Fig.2. \( T_1 \) stands for the average time associated with case 1 in Fig.2 and is given by

\[
T_1 = T \sum_{K=1}^{N} P_{BS}(K) ((K - 1) + \alpha),
\]

\[
P_{BS}(K) = \Pr(B_K) \Pr(B_K \rightarrow S).
\]

For case 2, where the system is able to decode after \( M \) CF operations, the average time associated is

\[
T_2 = T \sum_{M=1}^{N} P_{CS}(M) M, P_{CS}(M) = \Pr(C_M) \Pr(C_M \rightarrow S).
\]

The associated average time of case 3 is

\[
T_3 = T \sum_{L=1}^{N} \sum_{K=L}^{N} P_{DS}(L, K) (L + (K - L)(1 - \alpha)),
\]

\[
P_{DS}(L, K) = p^{DS}(L, K),
\]

where \( p^{DS}(L, K) = \Pr(D_L) \Pr(D_L \rightarrow S) \) when \( K = L \) and is equal to \( \Pr(DF_{K-L, L}) \Pr(DF_{K-L, L} \rightarrow S) \) for \( K > L \).

In the above cases, the decoding is successful and the average reward \( \Phi \) is the number of successfully transmitted bits \( n_w \). When outage events happen, \( \Phi \) is equal to zero. The outage events may happen in CF mode in case 4 and the average time is \( T_4 = TP(F_u)N \). In contrast, if the outage events occur in DF mode, the average time is given by

\[
T_5 = T \sum_{L=1}^{N} P_{DF}^{out}(L)(L + (N - L)(1 - \alpha)),
\]

\[
P_{DF}^{out}(L) = \Pr(DF_{N-L+1, L}).
\]

Since the outage events in DF and CF modes are mutually exclusive, the outage probability is \( p^{out} = \Pr(F_u) + \sum_{L=1}^{N} P_{DF}^{out}(L) \). The average random reward and the average airtime take the forms of \( \mathbb{E}\{\Phi\} = n_w (1 - p^{out}) \) and \( \mathbb{E}\{\mathcal{T}\} = \sum_{i=1}^{5} T_i \). The average throughput is

\[
\mu(\alpha, T) = \frac{\mathbb{E}\{\Phi\}}{\mathbb{E}\{\mathcal{T}\}} = \frac{n_w (1 - p^{out})}{\sum_{i=1}^{5} T_i}.
\]

The resulted throughput is a function of the duplexing ratio \( \alpha \) and the activation time \( T \). Therefore it should be maximized with respect to \( \alpha \) and \( T \) as

\[
\mu_{max} = \max_{T, \alpha} \mu(T, \alpha).
\]

### D. Energy Efficiency Analysis

Denote the transmission energy per bit at the source during phase 1, 2, and at the relay as \( E^{1}_{b,s}, E^{2}_{b,s} \) and \( E_{b,r} \), respectively. In phase 1, one node transmits and two nodes receive, the consumed energy is

\[
E^{1} = n_w E^{1}_{b,s} + (P_{ct} + 2 P_{cr}) \alpha T,
\]

where \( P_{ct} \) and \( P_{cr} \) are transmission and reception circuitry power, respectively. During phase 2, if the relay decodes the message, the relay intends to transmit \( n_w \) bits and the consumed energy is

\[
E^{2}_{DF} = n_w E^{2}_{b,s} + n_w E_{b,r} + (2 P_{ct} + P_{cr}) (1 - \alpha) T.
\]

If not, the consumed energy is

\[
E^{2}_{CF} = n_w E^{2}_{b,s} + s E_{b,r} + (2 P_{ct} + P_{cr}) (1 - \alpha) T,
\]

where \( s \) is the number of bits required to transmit the compressed signal. Since \( s \) is a variable depending on the CSI of three links, if \( E_{b,r} \) is fixed, the relay transmitting power \( P_{r} = \frac{s E_{b,r}}{1 - \alpha} \) varies from frame to frame. In this work we assume that \( P_{r} \) is fixed and thus \( E_{b,r} \) is adjusted by the relay in each frame. It is more suitable to evaluate \( P_{r} \) instead of \( E_{b,r} \) in CF mode. For simplicity, we let the transmitting power of the source be the same during two phases, i.e. \( \frac{n_w E^{1}_{b,s}}{\alpha T} = \frac{n_w E^{2}_{b,s}}{(1 - \alpha) T} \), the overall energy consumptions per bit are

\[
E_{b,DF} = \frac{E^{1}_{b,s}}{\alpha} + E_{b,r} + \frac{(P_{ct} + 2 P_{cr}) \alpha T}{n_w} + \frac{(2 P_{ct} + P_{cr})(1 - \alpha) T}{n_w},
\]

\[
E_{b,CF} = \frac{E^{1}_{b,s}}{\alpha} + \frac{(P_{ct} + 2 P_{cr} + P_{r}) \alpha T}{n_w} + \frac{(2 P_{ct} + P_{cr})(1 - \alpha) T}{n_w},
\]

respectively. We can take similar steps in the analysis of average airtime \( T \) and calculate the average consumed energy per bit in five different cases in Appendix C. The average energy per bit is \( c(T, E_{b,r}, E^{1}_{b,s}) = \sum_{i=1}^{5} E_{b,i} \). The optimization
of $\varepsilon(T, E_{b,r}, E_{b,s}^{1})$ must be subject to some constraints. Here we use the outage probability as the constraint and this optimization problem can be formulated as

$$\begin{align*}
\min \varepsilon(T, E_{b,r}, E_{b,s}^{1}) \\
\text{subject to } p^{out} \leq p^t, \text{ and } T \leq T_{max},
\end{align*}$$

where $p^t$ is the target outage probability. The dependence between $p^{out}$ and $T, E_{b,r}$ and $E_{b,s}^{1}$ has been shown in Appendix B in the AR expressions. This optimization problem can be solved numerically.

V. A MODIFIED STRATEGY WITH LIMITED CSI FEEDBACK

In this section, we focus on the practical issues and propose a modified H$^2$-ARQ-Relaying strategy with partial CSI feedback. The basic idea of this strategy is to separate the two-dimensional space $(\gamma_0, \gamma_2)$ into different operational regions, where different relaying schemes are carried out.

A. Strategy Description

Inspired by the idea in [6], we use two indication bits $b_n = (b_{1,n} b_{2,n})$ to designate the operational regions as shown in Table II. These two indication bits should be sent back from the destination to the relay and the source when CF mode is activated and different operations are performed accordingly during phase 2. If the S-D link is above some threshold, i.e., $a_3 \leq \gamma_{0,n}(b_n = 11)$, we carefully choose $a_3$ such that

$$\frac{n_w}{T} = \alpha B \log_2 \left( 1 + a_3 \frac{n_w E_{b,s}^1}{\alpha T N_0 B K_1 d_0^2} \right) + (1 - \alpha) B \log_2 \left( 1 + a_3 \frac{n_w E_{b,s}^2}{(1 - \alpha) T N_0 B K_1 d_0^2} \right),$$

and successful decoding is guaranteed at the destination even without resorting to the buffered signals. In such a case, there is no need for the relay to cooperate and it is silent during phase 2. If $a_3 \leq \gamma_{2,n}(b_n = 10)$, the relay performs CF. As a direct consequence of Corollary 1 of [6], the AR at the destination in this non-ideal scenario is derived in Appendix B. When $a_3 \leq \gamma_{2,n}(b_n = 00)$, the 'amount' of side information is insufficient for efficient CF [6]. If $a_3 = 00$, and $a_2 \leq \gamma_{2,n}(b_n = 01)$, the quality of the R-D link is too low to support efficient transmission of the compressed signal. In either case, the relay cannot help and is kept silent. Since the direct link is of low quality now, to save the energy, the source is switched off in phase 2 of the current frame. In this frame the source only broadcasts in phase 1, thus we call it broadcasting mode.

The state diagram of the modified strategy is shown in Fig.4. $B_{n,n_1}$ is defined as the state where the destination has not been able to decode after $(n - 1)$ frames. It also implies that in $n_1$ frames, CF is conducted and in the rest of the frames, the system works in broadcasting mode. When the system is in the state $B_{n,n_1}$, upon successful decoding at the relay, the system is ready to work in DF mode and transits to $D_{n,n_1}$. Afterwards, when category 4 frames are repeated for $m$ times and the destination still detects errors, the system reaches $DF_{m,n_1}$. If the relay detects errors, with $b_n = 10$, the system transits to $C_{n,n_1}$ and performs CF; with $b_n = 11$, the relay knows that the direct link is strong, therefore it keeps silent during phase 2 and the system enters a new state $D_{n,n_1}$; for the rest of the cases, the system transits to $B_{n+1,n_1}$ directly. In order to keep Fig.4 concise, we use a combination state $G_{n,n_1}$ to indicate the DF operation. It should be noted that the direct transmission is guaranteed to be successful by carefully selecting $a_3$.

B. Outage Analysis

The fcfs of the modified strategy has two properties:

1) Each $t_n$ can be segmented into two sub-sequences $t_n = (t_{1:n}, t_{k+1,n})$. From frame 1 to $\kappa$, the system works in CF or broadcasting mode and $t_n$ is a sequence composed of 1 and 2; from the $(\kappa + 1)$-th frame, the system works in DF or direct transmission mode, thus $t_{k+1,n}$ is formed with 3, 4 and 6. We have $\kappa = \upsilon_1 + \upsilon_2, n - \kappa = \upsilon_3 + \upsilon_4 + \upsilon_6$ and obviously $\upsilon_1 t_n = \upsilon_1 \upsilon_1 t_n$.

2) For each $\upsilon_1 t_n$, there are $\mathcal{C}_n^{\upsilon_1}$ possible sub-sequences $\mathcal{L}$ forming a set $\mathcal{F}_n$. However, once $\upsilon_3 t_{k+1,n}, \upsilon_1 t_{k+1,n}$ and $\upsilon_6 t_{k+1,n}$ are known, the corresponding sub-sequence $\mathcal{L}_{k+1,n}$ is unique because according to the strategy description, it can only take the forms of sequence (3), (6) or (3, 4, 4, ..., 4).

| Table II |
| Indication bits $b_n$ |
|---|---|
| $b_n$ | $\gamma$ regions |
| 00 | $\gamma_{0,n} \in (0, a_2), \gamma_{2,n} \in [a_1, +\infty)$ |
| 01 | $\gamma_{0,n} \in (0, a_3), \gamma_{2,n} \in (0, a_1)$ |
| 10 | $\gamma_{0,n} \in [a_2, a_3], \gamma_{2,n} \in [a_1, +\infty)$ |
| 11 | $\gamma_{0,n} \in (a_3, +\infty)$ |

---

Fig. 4. State transition diagram of the modified H$^2$-ARQ-Relaying strategy ($N=3, G_{n,n_1}$: the combination state; $D_{n,n_1}$: the direct transmission state).
Now we rewrite the outage probability as an explicit function of $t_n$: $q(t_n, k) = \Pr(R_d(n) < n_w/T, R_r(k) < n_w/T, t_n)$ and define $\nu = (\nu_1, \nu_2, \nu_3, \nu_4, \nu_5)$. Under the block fading assumption, it is straightforward to come to the conclusion that if $\nu(t_n') = \nu(t_n)$, we still have $q(t_n, k) = q(t_n', k)$. It means that for any particular $\nu$, each FCS in $\mathcal{F}_\nu$ has the same outage probability. Thus without loss of generality, we assume that for any $t_n$, the first sub-sequence after segmentation takes the form as $t_n'(\nu) = (1, 1, \ldots, 1, \nu_1, 2, \nu_2, 1, \nu_3, 2, \nu_4, 1, \nu_5)$ for simplicity. Then the outage probability is

$$q(t_n, k) = q((t_n'(\nu), t_{k+1,n}), k) = \Pr\left(R_d(n) < \frac{n_w}{T}, R_r(k) < \frac{n_w}{T}, (t_n'(\nu), t_{k+1,n})\right).$$

The overall outage probability associated with set $\mathcal{F}_\nu$ can be expressed as

$$\Pr(\mathcal{F}_\nu) = C^*_\nu q((t_n'(\nu), t_{k+1,n}), k).$$

Unfortunately, this outage probability cannot be approximated in the same way described in the previous section due to the explicit argument $t_n'(\nu)$, which introduces $\kappa$ additional conditions and this fact violates the applicable condition of the 2-dimensional characteristic function.

**C. State and Transition Probabilities**

The state probabilities of the modified strategy can be obtained in a similar way. $\Pr(B_1,0)$ is initialized to 1 and the state probability of $B_{n,n_1}$ can be expressed as

$$\Pr(B_{n,n_1}) = \alpha^{n-1} q(t_{n-1}(n_1), n, 1).$$

In the state $B_{n,n_1}$, the source broadcasts. If only the relay successfully decodes the message, the system moves to $D_{n,n_1}$ and its state probability is

$$\Pr(D_{n,n_1}) = C_{n_1}^{n-1} \left( q(t_{n-1}(n_1), n-1) - q(t_{n-1}(n_1), n) \right).$$

Similarly, the state probability of $C_{n,n_1}$ is

$$\Pr(C_{n,n_1}) = C_{n_1}^{n-1} q(t_{n-1}(n_1), n, b_n),$$

where we make $b_n$ explicit to indicate the operational regions. The rest of the state probabilities can be given as

$$\Pr(D_{F_{m,n_1}}) = C_{n_1}^{n-1} \left( q((t_{n-1}(n_1), 3, 4, \ldots, 4_{m-1}), n-1) - q((t_{n-1}(n_1), 3, 4, \ldots, 4_{m-1}), n) \right),$$

and

$$\Pr(D_{i_{n_1}}) = q((t_{n-1}(n_1), 6), n, 1).$$

**D. Throughput and Energy Analysis**

To evaluate the average airtime, we investigate the time consumed when the system reaches a certain state. Define $e(l, m) = m + (l - m)\alpha$. $T_{1}(K, n_1)$ is the average time associated with case 1 of the original strategy, where the destination decodes in phase 1 of the $K$-th frame. However, it differs in that it also depends on $n_1$ and is given as:

$$G_1(K, n_1) = TP(B_{K,n_1})P(B_{K,n_1} \rightarrow S) (e(K - 1, n_1) + \alpha).$$

When all possible $K$ and $n_1$ are taken into consideration, the overall average time is

$$T_1 = \sum_{K=1}^{N} \sum_{n_1=0}^{K-1} G_1(K, n_1).$$

The consumed energy is then given as

$$E_{b,1} = \sum_{K=1}^{N} \sum_{n_1=0}^{K-1} P(B_{K,n_1})P(B_{K,n_1} \rightarrow S) \left( n_1E_{b,CF} + \frac{(K - n_1)E_1}{n_w} \right).$$

By averaging with respect to $n_1$ as well, the average airtime and energy in the rest of the cases can be obtained in a similar way except $T_4 = T \sum_{K=1}^{N} \sum_{n_1=0}^{K-1} P(B_{K,n_1})P(B_{K,n_1} \rightarrow S) e(M, n_1)$, which is the average airtime when HARQ failure is announced in CF or broadcasting mode. In addition, we also need to consider another case where the system ends up in direct transmission mode during the $M$-th frame. We have

$$T_6 = \sum_{M=1}^{N} \sum_{n_1=0}^{M-1} G_6(M, n_1)$$

$$G_6(M, n_1) = TP(D_{M,n_1})P(D_{M,n_1} \rightarrow S)e(M, n_1).$$

The consumed energy is

$$E_{b,6} = \sum_{M=1}^{N} \sum_{n_1=0}^{M-1} \Pr(D_{M,n_1})P(D_{M,n_1} \rightarrow S)$$

$$\cdot \left( n_1E_{b,CF} + \frac{(M - n_1 - 1)E_1}{n_w} + E_{b,CF} - \frac{P_{et}(1 - \alpha)T}{n_w} \right),$$

where the last two terms represent the energy per bit of the direct transmission. The average energy per bit is

$$\epsilon \left( T, E_{b,1}, E_{b,6} \right) = \frac{6}{6} E_{b,1},$$

which is a similar optimization problem as (9). The resulted average throughput is a function of the duplexing ratio $\alpha$, the activation time $T$ and the parameters $\alpha_1$, $\alpha_2$ and $\alpha_3$. Therefore the average throughput can be maximized as

$$\mu_{max} = \max_{T,\alpha,\alpha_1,\alpha_2,\alpha_3} \frac{\mathbb{E}\{\Phi\}}{\mathbb{E}\{T\}} = \frac{n_w(1 - p_{out})}{6 \sum_{i=1}^{6} T_i}.$$  

where

$$p_{out} = \sum_{n_1=0}^{N} \Pr(B_{N+1,n_1}) + \sum_{L=1}^{N-1} \Pr(D_{N-L+1,L,n_1}).$$

**VI. NUMERICAL RESULTS, COMPARISONS AND DISCUSSIONS**

In this section, we provide some results for the proposed strategies and compare their performance with some benchmark ones:

1) H-ARQ with direct transmission (DT): The relay keeps silent throughout the transmission.
2) H-ARQ-Relaying with the co-located relay and destination (CRD): We assume that the relay and the destination are connected by a wire such that full receive diversity is achieved.

3) H-ARQ-Relaying with conventional DF (DF_U): When the relay detects errors, it keeps silent during phase 2; otherwise, the relay and the source transmit simultaneously.

4) H-ARQ-Relaying with simple multi-hop strategy (DF_sms): There is no direct link between the source and the destination. During phase 1, the source transmits to the relay and only the relay receives and decodes. During phase 2, the source keeps silent. If the relay detects errors, it is silent; otherwise, the relay transmits to the destination. Here $\alpha$ is set at 0.5.

5) H^2-ARQ-Relaying with hybrid AF/DF (HAD): The relay performs AF when detecting errors and DF when successfully decoding. Note that in this case, $\alpha$ is also fixed at 0.5 and repetition coding is used when AF is performed.

The maximum retransmission limit $N$ is set to 4. The CF/DF based strategy and its modified version are denoted as HCD and MHS, respectively. The analytical derivations of the previous sections are verified through appropriate Monte Carlo simulations and close match was observed for all the possible range of SNRs as shown in Fig.6. To avoid crowded figures, we only present the Monte Carlo results for CRD to show the match (here the two curves are actually overlapping). For the rest of the strategies, only analytical results are illustrated. We use the following settings: $n_w = 10$, $P_{ct} = 98mW$, $P_{cr} = 112.4mW$, $K_1 = 6.05 \times 10^9$, $\zeta = 3$, $N_0 = -171dBm/Hz$, $B = 1$ and $T_{max} = 1$. The distance between the source and the destination is $r$. The source and the destination are assumed to be placed in the foci of the ellipse $(d/r)^2/(e/2)^2 + (y/r)^2/(b/r)^2 = 1$, for $1 < e < +\infty$, and the relay is moving along the upper side of the ellipse.

A. Adaptation Ability

Here we assume that $r = 100m$, the transmit power of the source and the relay is the same and normalized so that the average SNR of the S-D link is 0dB (change of this value might change the absolute values of our results but the trends will not be affected). In order to investigate the dynamics of the hybrid systems, we define $\rho_D$ and $\rho_C$ as the percentages of DF and CF operation time in the overall airtime, respectively, and their expressions are described in Appendix C. These two parameters depend on two factors: the average number of DF or CF operations and the duration of phase 2. We show $\rho_D$ and $\rho_C$ of different strategies in Fig.5. In addition, we plot the decoding probability of the relay node when $n = 1$ and 4. It is shown that when the relay is moving towards the source ($d$ decreases), the relay’s decoding probability increases. Hence, the system is more likely to operate in DF mode and the duration of phase 2 becomes longer, leading to increased $\rho_D$. While $d$ increases, the relay’s decoding probability decreases and the average number of CF operations increases, which tends to increase $\rho_C$. However, the duration of the second phase tends to be shortened, which decreases $\rho_C$. Therefore $\rho_C$ is not monotonically changing with $d$. Only when $\alpha$ is fixed, $\rho_C$ is a non-decreasing function of $d$. For the AF/DF $H^2$-ARQ-Relaying strategy, $\rho_A$ can be obtained in a similar manner and the same claims stand.

B. Comparisons of Spectrum Efficiency

Fig.6 depicts the throughputs of strategies with respect to $d/r$. For the modified strategy we resorted to the Monte-Carlo simulations. Basically, the throughputs are upper bounded by CRD because it is able to enjoy full receive diversity. The CF/DF based strategy is the closest one to CRD. It can be interpreted as follows: when the relay is moving towards the destination, the S-R link is getting less reliable and the successful decoding probability at the relay decreases. In such
a scenario, if the system uses DF, it is more likely that the relay’s decoding fails and the system operates in direct transmission mode during phase 2, thus no diversity can be achieved. In contrast, when the hybrid CF/DF scheme is used, the system is able to achieve receive diversity through CF. As far as HAD is concerned, it enjoys a certain level of flexibility and its throughput is improved in comparison with DF when \( \alpha \) is fixed at 0.5. However, when the S-R link is of low quality, the relay forwards nothing but mostly its own noise. In addition, HAD suffers from the bandwidth loss due to the use of repetition coding, and its throughput is therefore lower than DF with optimal \( \alpha \). Among all the relaying strategies DFsms has the worst performance because without the direct S-D link, the relay is either too close to the source or the destination, there must be a very weak link between the S-R and the R-D links and this weak link dominates and degrades the performance. Another common trend (except DFsms) is that when the relay moves away from the source, their throughputs decrease. For DF, this can be explained by the smaller decoding probability of the relay, which causes fewer opportunities for the relay to cooperate. For HCD, although CF can be used, the achievable rate depends on the quality of the S-D and S-R links as shown in (14). The average SNR of the S-R link is decreasing when the relay moves towards the destination. Hence, the throughput reduces. The AF/DF based strategies can be explained following the same line of argument.

C. Comparisons of Energy Efficiency

We optimize the energy per bit for both the source and the relay and compare the energy efficiency performance of various strategies when the relay is close to the destination (the S-D link and R-D link are vertical to each other). Fig.7 shows the situation where the S-D distance is short \( (r < 100\text{m}) \). The direct transmission is more efficient than any of the cooperative strategies in terms of the energy per bit in short range. This is because now the circuitry energy consumption is the major part of the overall energy consumption. If the relay is activated, although the transmission energy per bit can be reduced, the overall circuitry consumption is almost doubled. Thus, to optimize the energy consumption, the relay should be switched off to save energy. The DF based strategy consumes less energy than others because in this strategy, the relay is silent when detecting errors and the circuitry energy consumption is saved, while in the hybrid strategies, the relay still transmits, leading to extra circuitry energy consumption. When the S-D distance is increased \( (r > 100\text{m}) \) in Fig.8, circuitry energy consumption becomes minor and the relay is able to help to reduce the overall energy per bit. The CF/DF based strategy has the best energy efficiency performance. Compared with the DF based one, the energy per bit is reduced by around 20% when \( r = 1000\text{m} \) for a target outage probability \( 10^{-2} \). However, this savings is under the constraint that full CSI feedback to the relay requires negligible amount of energy. When partial CSI case is considered, in small transmission range scenario the energy per bit of the MHS strategy is slightly better than that of HCD. The reason is that based on the partial CSI feedback, the MHS strategy is able to shut down both the source and the relay during phase 2 when the channel quality is very low to save energy, especially the circuitry energy. In the long range case, MHS strategy performs close to the perfect CSI case. Another interesting observation is that, without the direct S-D link, the energy consumption of DFsms is even higher than direct transmission. This can be easily understood: now the relay is close to the destination and the S-R link is weak. Thus DFsms suffers from significant loss in the AR. To achieve the target outage probability, the power of the source and relay should be increased and the increased energy consumption outweighs the savings of using the relay. It should be noted that the results in this work have been provided for a stringent target outage probability of \( 10^{-2} \), if the systems is allowed to operate at a lower outage level around \( 10^{-1} \), more energy savings can be expected.

VII. CONCLUSIONS AND FUTURE WORKS

In this paper, we developed novel H2-ARQ-Relaying strategies, where flexible approaches are taken to combine different forwarding strategies, enabling the system to efficiently and
dynamically adapt itself to the variations of the channel. The CF/DF based strategy shows significant improvement in terms of throughput and energy consumption. However, it should be emphasized that compared with direct transmission, the cooperative strategy only shows improved energy efficiency when the distance between the destination and the source is large. The main advantage of the proposed hybrid CF/DF or AF/DF based strategy is that it can achieve either transmit or receive diversity. Moreover, since the global CSI is required at the relay for CF, an effective and practical method of quantized CSI feedback is proposed. It imposes very small feedback overhead. The modified strategy is able to approach the performance of the original one while keeping the CSI feedback overhead below practically viable limits. Another issue we need to emphasize is the power model employed. For a meaningful analysis we need to strike the right balance between realistic modeling and mathematical tractability and we believe that with current model the more important aspects of realistic energy consumption are well captured. We will try to use more complicated and realistic models in our future work.

Generally speaking, in addition to the channel circumstances described in this paper, there are many other scenarios that are worth investigating. Firstly, some practical limitations do apply. For instance, in case of DF based relaying, the relay needs to be aware of all necessary parameters that an intended receiver should know in order to decode the message before forwarding it. Furthermore, the relay may need more information regarding the second hop channel, in order to devise an energy and spectrum efficient forwarding strategy. However, in most of the practical system scenarios these requirements can be met at the expense of increased signaling overhead and the relaying schemes can still be used to improve the overall system performance. Secondly, the feedback might not be error-free and this more realistic assumption will affect the performance of the schemes. Finally, the relaying scheme can be more flexible by switching between more operational modes such as silent mode, AF, DF, CF and even quantize-and-forward [6] to achieve an optimal trade-off between the throughput, complexity, energy consumption and signaling overhead. It would be of great interest to examine these issues in the future.

APPENDIX A

For the AF scheme, when the source is allowed to transmit during phase 2, the received signal at the destination takes the form as

\[
Y_d = CY_s + BZ, \quad Z = (Z_1, Z_2, Z_3)^T
\]

\[
C = \begin{pmatrix}
c_0 & \beta r c_1 c_2 \\
\sqrt{K_t d_0^2} & \sqrt{d_0^2}
c_0 \\
\end{pmatrix} \begin{pmatrix}
0 & 1 \\
0 & 1
\end{pmatrix}
\]

and \( \beta r \) is the amplification function, subject to the power constraint \( \beta r \leq \sqrt{P_r/(\gamma_{n_w} E_{b,s}^1 + N_0 B)} \). Using vector results in [27], the AR to the destination is

\[
I(X_s^1, Y_d) = B \log_2 \det \left( I_2 + \left( CC^H \right) \left( BB^H \right)^{-1} \right),
\]

where \( I_2 \) is a 2-by-2 identity matrix and the covariance matrix \( \mathbb{E} \{ ZZ^H \} = I_3 N_0 B \). Hence, we have (11), where \( \theta_i \) is the phase of the channel gain \( c_i \), which follows uniform distribution in the region \([-\pi, \pi)\). Let \( \theta = \theta_0 - \theta_1 - \theta_2 \), the AR should be averaged with respect to \( \theta \) as (12). According to [6], the trivial upper bound is shown in (13). \( R(5) \) can be maximized by maximizing \( \beta r \) when \( \frac{d_1}{d_2} \leq \frac{2 a}{d_2} \), and 0 otherwise. Note that we need 1 bit feedback from the destination to notify the relay this information to optimize \( \beta r \).

APPENDIX B

The AR to the destination for different frame categories except category 5 can be obtained based on the results in [12]. In category 1, CF is conducted and the AR is [12],

\[
R^{(1)} = \alpha B \log_2 \left( 1 + \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T N_0 B K_1 d_0^2} + \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T N_0 B + \sigma_W^2 K_1 d_1^2} \right)
\]

\[
= \bar{\alpha} B \log_2 \left( \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \sigma_W^2 \right),
\]

\[
= \bar{\alpha} B \log_2 \left( \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \sigma_W^2 \right) = \bar{\alpha} B \log_2 \left( \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \sigma_W^2 \right),
\]

(14)

where \( \sigma_W^2 \) is the compression noise and \( \bar{\alpha} = (1 - \alpha) \). The minimum number of transmitted bits, such that the compressed signal can be recovered with the smallest distortion, is given as [6], [12],

\[
s = \bar{\alpha} B T \left( H(W|Y_2^2) - H(W|Y_2) \right)
\]

\[
= \bar{\alpha} B T \left( \log_2 \left( \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \sigma_W^2 \right) \right),
\]

\[
= \log_2 \left( \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \sigma_W^2 \right),
\]

(15)

where \( W \) is an auxiliary random variable. The achievable rate in the R-D link is

\[
C_0 = B \log_2 \left( 1 + \gamma_{2} \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \sigma_W^2 \right).
\]

We have \( s \leq \bar{T} C_0 \). Thus \( \sigma_W^2 \) can be minimized as

\[
\sigma_W^2 = \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B + \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T K_1 d_1^2} + N_0 B
\]

(16)

when equality holds. For category 2, 3 and 4, the ARs are

\[
R^{(2)} = \alpha B \log_2 \left( 1 + \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T N_0 B K_1 d_0^2} \right),
\]

\[
R^{(3)} = R^{(2)} + R^{(4)}
\]

\[
R^{(4)} = \bar{\alpha} B \log_2 \left( 1 + \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T N_0 B K_1 d_0^2} + \frac{\gamma_{n_w} E_{b,s}^1}{\alpha T N_0 B K_1 d_0^2} \right),
\]
respectively.

When the modified scheme is applied, the AR has the same expression as (14) by replacing \( \sigma_w^2 \) with \( \bar{\sigma}_W^2 \). If \( \gamma_0 \) and \( \gamma_2 \) are in the region \([a_2, a_3]\) and \([a_1, +\infty)\) respectively, we can carefully choose the transmission rate of the relay as

\[
\frac{s}{\alpha T} \leq \bar{s} \leq C_0
\]

\[
C_0 = B \log_2 \left( 1 + \frac{P_r}{\kappa d_2^2} \right) \leq C_0,
\]

where \( \bar{s} \) can be calculated as (15) by replacing \( \gamma_0 \) with \( a_2 \). To calculate \( \bar{\sigma}_W^2 \), we can replace \( \gamma_0 \) and \( C_0 \) with \( a_3 \) and \( \bar{C}_0 \) in (16).

**APPENDIX C**

The average consumed energy per bit in five different cases for the hybrid schemes are

\[
E_{b,1} = \sum_{M=1}^{N} P_{CS}(M) ME_{b,CF},
\]

\[
E_{b,2} = \sum_{K=1}^{N} P_{BS}(K) \left( (K - 1)E_{b,CF} + \frac{E_1}{n_w} \right),
\]

\[
E_{b,3} = \sum_{L=1}^{N} \sum_{K=L}^{N} P_{DS}(L,K) \cdot \left( (L - 1)E_{b,CF} + E_{b,DF} + (K - L) \frac{E_{DF}^2}{n_w} \right),
\]

\[
E_{b,4} = \Pr(F_a)N E_{b,CF},
\]

\[
E_{b,5} = \sum_{L=1}^{N} P_{DS}(L) \left( (L - 1)E_{b,CF} + E_{b,DF} + (N - L) \frac{E_{DF}^2}{n_w} \right),
\]

\[
R_{AF} = \frac{1}{2\pi} \int_{-\pi}^{+\pi} I(X_1^1; Y_d) d\theta = R^{(5)} + B \log_2 \left( \frac{\gamma_0 n_w E_{b,CF}}{\alpha T N_0 B \kappa d_2^2} + \frac{n_w E_1}{\alpha T N_0 B \kappa d_2^2} + \frac{\beta_{DF}^2}{\kappa \gamma_2 d_2^2} + \frac{\gamma_0}{\kappa d_2^2} \right),
\]

\[
R^{(5)} = B \log_2 \left( 1 + \frac{\gamma_0 n_w E_{b,CF}}{\alpha T N_0 B \kappa d_2^2} + \frac{n_w E_1}{\alpha T N_0 B \kappa d_2^2} + \frac{\beta_{DF}^2}{\kappa \gamma_2 d_2^2} + \frac{\gamma_0}{\kappa d_2^2} \right).
\]

**Definition of \( \rho_D \) and \( \rho_C \)**

- \( \rho_D = \frac{\gamma_1}{E_{\{T\}}(N)} \left( \sum_{K=1}^{N} (P_{BS}(K) + \Pr(DF_{N-K+1,K})) (K - 1) \right) + P_{CS}(K)K + \sum_{L=1}^{N} \sum_{K=L}^{N} P_{DS}(L,K)(L - 1) + \Pr(F_a)N \)

- \( \rho_C = \frac{\gamma_1}{E_{\{T\}}(N)} \left( \sum_{K=1}^{N} \Pr(DF_{N-K+1,K})(N - K + 1) \right) + \sum_{L=1}^{N} \sum_{K=L}^{N} P_{DS}(L,K)(K - L + 1) \)
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