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Abstract—Energy savings are becoming a global trend, hence the importance of energy efficiency (EE) as an alternative performance evaluation metric. This paper proposes an EE based optimization problem and objective function, to utilize standard convex optimization techniques to show the concavity of the latter, and thus, the existence of a unique globally optimal energy-efficient rate and power allocation. Our EE based resource allocation framework is also extended to incorporate fairness, and provide a minimum user satisfaction in terms of spectral efficiency (SE). We then derive the generic equation of the EE contours and use them to get insights about the EE-SE trade-off over the BC. The performances of the aforementioned resource allocation schemes are compared for different metrics against the number of users and cell radius. Results indicate that the highest EE improvement is achieved by using the unconstrained optimization scheme, which is obtained by significantly reducing the total transmit power. Moreover, the network EE is shown to increase with the number of users and decrease as the cell radius increases.
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I. INTRODUCTION

E NERGY consumption has recently become an integral aspect of wireless communications, both economically and environmentally. As a result of the increase in CO₂ emissions from this sector, new stringent energy saving targets will have to be enforced for reducing these emissions. Alongside the environmental benefits, energy efficiency (EE) represents a huge economic opportunity for network providers who are also interested in reducing their electricity bills.

In order to reduce the power consumption of a mobile network, energy-efficient designs are being incorporated both in user equipments (UEs) and base stations (BSs). BSs consume the largest fraction of the energy in a mobile network [1], and accurately modelling their power consumption has recently attracted a lot of research interest, e.g. [2]. Modern BSs consume around 50% less power than traditional ones, which has been made possible by increasing the power efficiency of transceivers and replacing active air conditioners with fresh-air cooling systems in indoor sites [3].

The research leading to these results has been done within a joint project, partially supported by the European Communities Seventh Framework Programme [FP7/2007-2013] under grant agreement no. 247733 - project EARTH, and by Huawei Tech. Co., Ltd., China.
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In the past, performance of wireless networks have been mainly characterized by the spectral efficiency (SE), e.g. [4]-[6], which is defined as the system throughput per unit bandwidth. In recent years, energy savings have become a global trend, hence the growing importance of the EE as a metric for network performance evaluation. The first study of EE for point to point links can be traced back to [7], which has been further extended in [8], where the capacity in bit-per-joule is given over a single link on flat fading and frequency selective additive white gaussian noise (AWGN) channels. In a single-cell context, the EE is studied in [9] and [10], [11] for flat fading and frequency selective channels respectively, where energy-efficient uplink communication is investigated for orthogonal frequency division multiple access (OFDMA) systems by either improving the utilization of the UE ([9], [10]) or BS ([11]) energy . These works however, assume orthogonal subcarriers and thus do not consider interference, simplifying the problem formulation.

Most existing system-level studies on EE have looked at EE optimization as a mean of measuring the efficiency of the communication link, with some also looking into the communication distance [12]. Such approaches are more suitable for mobile systems with a single objective, however, when multiple optimality measures are targeted, this approach is less effective. To tackle this, our previous work in [13] introduced EE contours as a novel way of obtaining the optimal operating point of the system based on multiple system requirements for the uplink channel. However, a user-centric EE formulation was given which did not address the EE of the single-cell system as a whole.

In this paper, we address the problem of optimizing the EE in the downlink of a single-cell system as in [10], [11], but in the presence of residual interference and with constraints on the total transmit power, fairness (through Jains fairness index [14]) and/or minimum user satisfaction (in terms of SE). The sophisticated linear power consumption model of [15] is considered in our analysis, which consists of two parts: an offset part, which is the power consumed in the system even when no data is transmitted, and a variable component which depends on the transmit power and amplifier efficiency.

Using standard convex optimization techniques, we show the concavity of the EE objective function, and existence of a unique globally optimal energy-efficient rate and power allocation. SE and EE are not consistent and in fact conflict with one another, such that a trade-off exists between these two quantities. The EE-SE trade-off in cellular networks acts as a guide for operators to obtain the best performance based
on the primary target of the system, i.e. either towards an EE or SE target. Previous studies on the EE-SE trade-off are based on the sum-rate, which is why further investigation is required in order to obtain deeper insights into this trade-off. In this regard, we derive the generic equation of the EE contours [13] for the broadcast channel (BC) and utilize them for analyzing and getting insights on the trade-off between EE and SE, with multiple constraints such as fairness and individual rate distribution of users.

The rest of the paper is organized as follows: Section II describes the system model and provides the SE formulation and total transmit power of the BS over the BC. Section III formulates the EE objective function as a function of SE, where standard convex optimization techniques are used to prove the concavity of the objective function. The EE objective function is initially tackled without any constraints, where an explicit closed-form of the optimal SE and EE are given. This is followed by the constrained optimization, where our EE based resource allocation scheme is compared against two other schemes; in addition to the total transmit power constraint, rate-fairness and per-user SE satisfaction are also considered. Section IV derives a closed-form function for the EE contours, which are used to identify optimal operating points based on different optimality measures. Section V provides our numerical results, which show that the highest EE improvements over the BC are obtained by using the proposed unconstrained optimization scheme. Finally, the paper is concluded in Section VI.

II. SYSTEM DESCRIPTION

Let us consider the downlink of a single-cell, single-carrier, single-antenna, multi-user system, where a BS broadcasts a signal \( x = \sum_{k=1}^{K} \sqrt{p_k} u_k \) to each of the \( K \) users in the system, with \( u_k \) and \( p_k \) denoting the \( k \)th user’s rate, and \( p_k \) is the \( k \)th unit normalized transmit symbol and power respectively, where \( u_k \sim \mathcal{N}_C(0, 1) \). The total transmit power at the BS, \( P \), can be expressed as:

\[
E\{x^\dagger x\} = P = \sum_{k=1}^{K} p_j
\]

where \( (\cdot)^\dagger \) is the conjugate operator, and \( E\{\cdot\} \) stands for the expectation.

At each receiver, the signal from the BS is corrupted by an AWGN \( n_k \) and is received as \( y_k = h_k x + n_k \), where \( h_k \) characterizes the \( k \)th user channel. We assume that \( n_k \) is a zero-mean complex Gaussian variable with variance \( N = N_0 B \), where \( N_0 \) is the noise power spectral density and \( B \) is the channel bandwidth.

The set of achievable rate points of the AWGN BC [16] can be computed using methods such as time-division (TD), frequency-division (FD), and superposition coding (SPC) [17]. The work in [18] showed that by ordering users based on their channel gains from strong to weak, the SPC rate region would in fact define the BC capacity region \( (\mathcal{C}_{BC}) \). The SPC scheme operates best when users have more disparate channel quality, whereas in a symmetric case (when all users have equal channel gains), all spectrum sharing methods have the same rate region.

Assuming that SPC is employed at the transmitter, i.e. BS, and that the first user is encoded last (the user with the best channel, which is not affected by the interference of other users), the \( k \)th user’s SE can be expressed as

\[
S_k = \log_2 \left( 1 + \frac{p_k g_k}{N + g_k \sum_{j=1}^{k-1} p_j} \right)
\]

and conversely,

\[
p_k = (2^{S_k} - 1) \left( g_k^{-1} N + \sum_{j=1}^{k-1} p_j \right)
\]

where, \( S_k = R_k / B \), \( R_k \) is the \( k \)th user’s rate, and \( g_k \) is the \( k \)th user’s channel gain, ordered such that \( g_1 > g_2 > \cdots > g_K > 0 \) and conversely, \( g_K^{-1} > g_{K-1}^{-1} > \cdots > g_1^{-1} > 0 \).

Let us define \( \alpha_k = g_K^{-1} \cdot \cdots \cdot g_{K-k}^{-1} \) and \( \alpha_K = g_1^{-1} \), which implies that \( \alpha_k \geq 0 \), \( \forall k \in \{1, \ldots, K\} \) and \( \alpha_K > 0 \). By inserting (3) into (1), \( P \) can be re-expressed as:

\[
P = N \left[ -g_K^{-1} + \sum_{i=1}^{K} \alpha_i \prod_{j=1}^{i} e^{X_j} \right]
\]

where, \( X_k = S_{K+1-k} \cdot \ln(2) \), \( \forall k \in \{1, \ldots, K\} \).

III. ENERGY-EFFICIENT DESIGN

EE is defined as the number of bits transmitted per joule of energy [8], therefore, the overall EE of the BC is given as:

\[
EE_T = \frac{\sum_{k=1}^{K} R_k}{P_T} = \frac{\sum_{k=1}^{K} S_k}{P_T}
\]

where, \( P_T \) is the total consumed power, encompassing the BS transmit power as well as the circuit and processing powers of both BS and UE.

Recent studies on the energy consumption of cellular networks, including BSs, UEs, and the core network, revealed that around 80% of the energy required for the operation of a cellular network is consumed at BS sites [19]. In [15], a sophisticated power consumption model was defined, where a comprehensive power consumption analysis of the main power-hungry components of a BS were carried out and as a result, the relation between the relative radio frequency (RF) output power and BS power consumption was shown to be nearly-linear. Therefore, for studies which do not specifically focus on component-wise EE improvements, it is justified to consider a linear approximation for the power model [15], [20]. Using the aforementioned power consumption model, the total consumed power is formulated as:

\[
P_T = P_c + \beta P
\]

where, \( \beta \) is the amplifier efficiency coefficient and \( P_c \) denotes the total circuit and processing powers such that \( P_c = P_{bc} + (KP_{ue}) \), with \( P_{bc} \) and \( P_{ue} \) denoting the circuit and processing powers of the BS and UE respectively.
Inserting (4) into (6), and the resulting equation into (5), we obtain that:
\[
EE_T = A \frac{\sum_{k=1}^{K} X_k}{\alpha_0 + \sum_{k=1}^{K} \alpha_k \prod_{j=1}^{k} e^{x_j}} = A g(X) f(X) \tag{7}
\]
where, \( A = B (N \beta \ln(2))^{-1}, \alpha_0 = \frac{P_c}{N \beta} - g^{-1} \) and \( X = [X_1, ..., X_K] \).

The function \( g(X) \) is the summation of a linear function and therefore concave, and the function \( f(X) \) would be convex if \( \alpha_0 \geq 0 \). However, it is not straightforward to conclude on the convexity or concavity of the ratio between a concave and convex function. Let \( X_k \geq 0, \forall k \in \{1, ..., K - 1\} \) and \( X_K > 0 \). Therefore \( g(X) > 0 \), and since \( g(X) \) is concave and linear, \( \ln(g(X)) \) is concave. Let \( \alpha_0 \geq 0 \), then \( f(X) > 0 \) and \( EE_T > 0 \) such that:
\[
\ln(EE_T) = \ln(A) + \ln(g(X)) + h(X) \tag{8}
\]
where, \( h(X) = -\ln(f(X)) \) is a concave function, hence, \( \ln(EE_T) \) is a concave function, and the problem of maximizing \( EE_T \) can be solved via standard convex optimisation tools such as the interior-point method [21]. The proof of concavity of \( h(X) \) is given in Appendix A.

A. Unconstrained Optimization

Knowing that \( \ln(EE_T) \) is concave implies that there exists a unique globally optimal \( X \) value that maximizes \( EE_T \) over its entire domain. Using the EE formulation given in (5) and some mathematical computations, the optimal SE of the \( k^{th} \) user can be obtained as:
\[
S_k^* = \begin{cases} \\
\frac{\log_2(e^{1 + \frac{\alpha_k}{\ln(2)}} - 1) + 1}{\log_2(1 + g_k P_c / N)} & \text{if } k = 1 \\
0 & \text{if } k \in \{2, ..., K\} 
\end{cases} \tag{9}
\]
where, \( \gamma_0 \) denotes the real branch of the Lambert function and \( S_k^* \) is the optimal value of \( S \). The proof of (9) is given in Appendix B.

Moreover, \( p_k^* \) can be simply obtained by inserting (9) into (3). Therefore, the optimal EE over the BC is given by
\[
EE_{opt}^* = A (S_k^* \ln(2) - 1) \left[ \frac{P_c}{N \beta} - g^{-1} \right]^{-1}. \tag{10}
\]

B. Constrained Optimization

In the previous section, we have derived explicit expressions of the optimal users rate and power that maximizes the EE without any constraints. Here, we extend our EE based resource optimization framework based on multiple constraints as discussed in subsequent sections:

1) EE Maximization with Total Power Constraint: This criterion corresponds to scenarios where the objective is to maximize \( EE_T \) by ensuring that the total transmit power is less than or equal to \( P_{max} \), and that the results are within the set of achievable SEs that are defined as a function of the channel gain and \( P_{max} \). The resulting optimization problem is defined as:
\[
\max_{S} EE_T \tag{11}
\]
\[
s.t. 0 \leq \sum_{k=1}^{K} p_k \leq P_{max} \tag{12}
\]
\[
(S_1, S_2, ..., S_K) \in C_{BC}(P_{max}, g) \tag{13}
\]
where, \( g = [g_1, g_2, ..., g_K] \) and \( P_{max} \) is the maximum transmit power of the BS, and constraint (13) specifies that all rate pairs should be chosen within the BC capacity region. We denote this resource allocation method as \( EE_{max} \).

With respect to constraint (12), if \( \sum_{k=1}^{K} p_k < P_{max} \), then the problem is equivalent to the unconstrained case defined in the previous subsection. On the other hand, if \( \sum_{k=1}^{K} p_k = P_{max} \), then the problem reverts to the SE optimization problem which has been thoroughly investigated in literature, e.g. [4], with the optimum SE given as:
\[
S_k^* = \begin{cases} \\
\log_2(1 + g_1 P_{max} / N) & \text{if } k = 1 \\
0 & \text{if } k \in \{2, ..., K\} \tag{14}
\end{cases}
\]

2) EE Maximization with Total Power Constraint and Rate-Fairness: In cases where as well as maximizing the EE, SE-fairness is also required, a fairness constraint is added to the optimization problem defined in the previous subsection, so that every user receives a fair share of the available resources. This scheme is denoted as \( EE_{fair} \), and is defined as:
\[
\max_{S} EE_T \tag{15}
\]
\[
s.t. 0 \leq \sum_{k=1}^{K} p_k \leq P_{max} \tag{16}
\]
\[
(S_1, S_2, ..., S_K) \in C_{BC}(P_{max}, g) \tag{17}
\]
\[
J(S_1, S_2, ..., S_K) = 1 \tag{18}
\]
where, \( J \) represents the Jain’s fairness index which ranges from \( \frac{1}{K} \) (the least fair) to 1 (most fair), and is defined as [14]:
\[
J(S_1, S_2, ..., S_K) = \left( \frac{\sum_{k=1}^{K} S_k^2}{K \sum_{k=1}^{K} S_k} \right)^2. \tag{19}
\]

3) EE Maximization with Total Power and Minimum SE Constraints: Rate-fairness poses a hard constraint on the optimization process which can conflict with the main objective. Therefore it is reasonable to say that rate-fairness focuses on the per-user satisfaction rather than optimizing the overall EE system. In order to obtain a more practical usage model, a SE constraint per user is added to the optimization problem, such that a minimum user satisfaction is provided. This scheme is denoted as \( EE_{min-SE} \), and is formulated as:
\[
\max_{S} EE_T \tag{20}
\]
\[
s.t. 0 \leq \sum_{k=1}^{K} p_k \leq P_{max} \tag{21}
\]
\[
(S_1, S_2, ..., S_K) \in C_{BC}(P_{max}, g) \tag{22}
\]
\[
S_k \geq S_{min}, \forall k \in \{1, ..., K\} \tag{23}
\]
where, $S_{\text{min}}$ is the minimum SE constraint per user.

IV. OPTIMALITY MEASURES USING EE CONTOURS

For a function of two variables along the $x, y$-plane, a contour line defines the curve along which the function $f(x, y)$ has a constant value [22]. The same idea can be implemented for the EE [13] of communication systems, where by using (5), the overall EE of the BC can be obtained for each value of $X$. The collection of all SE points, $X$, that lead to the same EE value defines an EE contour.

For a given EE target, denoted as $E_C$, the corresponding EE contour and SEs can be obtained using the following parametric function:

$$X_K = \max \left[ \ln \left( \frac{-W \left[ -A^{-1} E_C \alpha_K \epsilon A^{-1} E_C \left( \alpha_0 + \sum_{k=1}^{K-1} \alpha_k \prod_{j=1}^{k} e^{x_j} \right) \right] }{A^{-1} E_C \alpha_K \prod_{k=1}^{K-1} e^{x_k}} \right), 0 \right]$$

(24)

where, $W(.)$ is the Lambert function, $W = W_0$ (real branch) if $-A^{-1} E_C \alpha_K \prod_{k=1}^{K-1} e^{x_k} \geq -1$ or $W = W_{-1}$ (negative branch) else. The proof of (24) is given in Appendix C.

Figure 1 depicts a 2-user example of the EE contours, which has been obtained by using (24), where a single snapshot is considered such that user 1 and 2 are 50 and 100 meters away from the BS, respectively. The $x$-axis and $y$-axis represent the SE of user 1 and 2 respectively, where a linear relation is considered between the transmit power and total power consumption of the base station [15], with the rest of the simulation parameters summarized in Table I. The optimization problems defined in Section III are also demonstrated in Figure 1, where optimal operating points are highlighted.

The results clearly indicate that the maximum EE is achieved by only transmitting to the user closest to the BS, i.e. the user with the best channel gain, shown as point A. This confirms the result that has been obtained in Section III, where the coordinates of point A can be computed by using (9). In order to incorporate fairness into the system, a line is drawn through the origin with a slope of +1 (line of fairness), where every point along this line will have equal SEs for both users, and the optimal EE when $SE_1 = SE_2$ is depicted at point B. Moving from point A to point B favours the weak user, since its SE increases by approximately 11 bits/s/Hz, while the SE of the strong user is reduced by the same amount. However, it represents only a little sacrifice in terms of EE, i.e. 929 bits/J, which underlines that near-optimal EE and fairness can be achieved at the same.

For a desired $E_C$, its corresponding EE contour is obtained by using (24). The intersection of the line of fairness and this contour (i.e. contour labeled 1) will give the optimal SE point. Two intersections can be seen in Figure 1, points C and D, with both meeting the required criteria in terms of fairness and EE. However, point D is the desired operating point since both users achieve higher SEs.

In order to achieve a minimum user satisfaction in terms of SE, a minimum SE constraint is added to the system. Let us assume that both users in Figure 1 have a minimum SE target of 5 bits/s/Hz. The dashed lines represent the minimum SE of each user, where the achievable operating point will be the area above the intersection of these two lines. It is very clear that the system can no longer achieve its maximum EE, i.e. point A will no longer be achievable. On the other hand, the fairness of the system increases, since the user with poor channel quality is able to receive data. The lower the minimum SE constraint is, the closer the system can operate from the optimal EE value.

V. NUMERICAL RESULTS AND DISCUSSIONS

In this section, we compare the EE, SE, power consumption and fairness of the four EE based resource allocation problems described in Sections III-A and III-B, by considering the sophisticated power model of [15] and a realistic propagation model. Concerning the power model, we assume that $P_{\text{ue}}$ is in the order of the circuit power as defined in [10], i.e. 100mW, and use the values in [15] for the parameters $P_{\text{bs}}, P_{\text{max}}, \beta$. A distance-dependent path loss model is employed based on the dense urban macro cell propagation parameters given in [23].
Both line of sight (LOS) and non-line of sight (NLOS) are considered, where, $PL$ is the path loss in dB and $d$ is the distance between the transmitter and receiver in kilometres. Our simulation results have been obtained through Monte-Carlo simulations where the users are uniformly distributed within the circular cell. The power and system model parameters are summarized in Table I for the readers convenience.

Figure 2 compares the performance of the three resource allocation methods identified earlier as EE maximization ($EE_{\text{max}}$), EE maximization with rate-fairness ($EE_{\text{fair}}$), and EE maximization with minimum SE constraint ($EE_{\text{min-SE}}$), in terms of different metrics against the number of users for the case where $d = 1$km. For the $EE_{\text{min-SE}}$ case, two different minimum SE constraints per user have been chosen and the corresponding results are compared.

Results show that increasing the number of users will increase the EE and SE, while the energy consumption decreases, since as $K$ increases, the number of users close to the BS also increase. The $EE_{\text{max}}$ scheme achieves the highest EE which is obtained by significantly reducing the total transmit power compared to the other schemes, $EE_{\text{fair}}$ in particular. In the $EE_{\text{min-SE}}$ case however, for low $S_{\text{min}}$ values, the performance is close to the optimal $EE_{\text{max}}$ scheme, but as $S_{\text{min}}$ increases, the EE significantly reduces for high number of users. It can be seen that a similar trend is also applicable for the SE of the system where once again the results accentuate the fact that EE maximization of the BC is extremely spectrally-unfair, which is why the $EE_{\text{fair}}$ scheme has the worst performance. Moreover, by increasing the number of users, the resource allocation schemes that do not enforce a hard fairness constraint see a sharp reduction in the Jain’s fairness index, since the primary target of the system is to maximize EE, therefore favouring new users closer to the BS. Additionally, increasing $S_{\text{min}}$ for the $EE_{\text{min-SE}}$ scheme will improve the level of fairness, and full fairness can be achieved by using the $EE_{\text{fair}}$ scheme, which comes at the cost of lower overall EE and SE.

Figure 3 considers the same resource allocation schemes as before, and compares multiple metrics against the cell radius for the case where $K = 40$. It can be seen that by increasing the cell radius, the transmit power required by the BS to convey the information to the UEs increases, and as a result,
the EE of the system decreases. Once again, results show that the EE_{\text{max}} scheme consumes the least amount of energy while having the highest SE and EE, with EE_{\text{min-SE}} (for S_{\text{min}} = 0.2 bit/s/Hz) in close proximity. Moreover, increasing the cell radius will be disadvantageous to users further away from the BS, which will have lower SEs, and therefore unable to receive data. Therefore, the EE_{\text{max}} scheme achieves a lower level of fairness compared to EE_{\text{fair}} and EE_{\text{min-SE}} (for S_{\text{min}} = 0.4 bit/s/Hz).

VI. CONCLUSION

This paper presented an optimal energy-efficient resource allocation scheme for the BC, where a sophisticated linear power model was used to define the total consumed power, encompassing the BS transmit power as well as the circuit and processing powers of the BS and UEs. The EE objective function was formulated as a function of the SE, where the proposed resource allocation scheme was further extended to incorporate fairness through Jains fairness measure, and also provide a minimum user satisfaction in terms of SE. We derived a generic equation for the EE contours, which were used to obtain insights into the EE-SE trade-off, where different optimality measures where investigated. Results showed that the network EE increases with the number of users and decrease as the cell radius increases. Moreover, the EE_{\text{max}} resource allocation scheme showed consistent improvement in terms of EE, SE and total transmit power compared to the other schemes.

APPENDIX A

PROOF OF CONCAVITY OF $h(X)$

Proof of concavity of $h(X)$ for $K=2$: The Hessian of $h(X)$ can be expressed as:

$$H(h(X)) = \begin{bmatrix} \frac{\partial^2 h(X)}{\partial X_1^2} & \frac{\partial^2 h(X)}{\partial X_1 \partial X_2} \\ \frac{\partial^2 h(X)}{\partial X_2 \partial X_1} & \frac{\partial^2 h(X)}{\partial X_2^2} \end{bmatrix}$$

which further simplifies as:

$$H(h(X)) = \frac{1}{f(X)^2} \begin{bmatrix} \frac{\partial f(X)}{\partial X_1} (f(X) - \frac{\partial f(X)}{\partial X_2}) & \frac{\partial f(X)}{\partial X_2} \\ \frac{\partial f(X)}{\partial X_1} & f(X) - \frac{\partial f(X)}{\partial X_2} \end{bmatrix}$$
where,
\[
\begin{align*}
\frac{\partial f(X)}{\partial X_u} &= f(X) - a_0 \\
\frac{\partial f(X)}{\partial X_0} &= f(X) - a_0 - a_1 e^{X_1},
\end{align*}
\tag{27}
\]

Let \( z = \{z_1, z_2, \ldots, z_K\}, z \in \mathbb{R}^K \). It was shown in [21] that if \( zH(h(X))z^T \leq 0 \), then \( H(h(X)) \) is a negative semi-definite matrix and consequently according to the second-order condition, \( h(X) \) is a concave function. Here,

\[
\begin{align*}
f(X^2)zH(h(X))z^T &= -\left(z_1^2 a_0 (a_1 e^{X_1} + a_2 e^{X_1 + X_2}) + z_2^2 (a_0 + a_1 e^{X_1}) a_2 e^{X_1 + X_2} + 2z_1z_2 a_0 a_2 e^{X_1 + X_2}\right) \\
&= -\left(z_1^2 a_0 a_1 e^{X_1} + z_2^2 a_2 e^{X_1 + X_2} + (z_1 + z_2)^2 a_0 a_2 e^{X_1 + X_2}\right)
\end{align*}
\tag{28}
\]

Thus, \( zH(h(X))z^T \leq 0, \forall z \in \mathbb{R}^K \) if \( a_0 a_1, a_0 a_2, a_0 a_2 \geq 0 \). By definition, \( a_k \geq 0, \forall k \in \{1, \ldots, K\} \), so if \( a_0 \geq 0 \), the previous condition will be satisfied and \( h(X) \) will be concave.

**Proof of concavity of \( h(X) \) for the general \( K \)-user case:**

For the general case, it can be easily proven that the \( j^{th} \) row element of the \( j^{th} \) column of the Hessian of \( h(X) \), i.e., \( H(h(X))_{i,j} \), can be expressed as:

\[
H(h(X))_{i,j} = -\frac{1}{f(X)^2} \left( \frac{\partial f(X)}{\partial X_{max(i,j)}} \right) \left( \frac{\partial f(X)}{\partial X_{min(i,j)}} \right)
\tag{29}
\]

where,

\[
\frac{\partial f(X)}{\partial X_n} = f(X) - \left(a_0 + \sum_{i=1}^{n-1} a_i \sum_{j=1}^i e^{X_j}\right).
\tag{30}
\]

Consequently for the general case, the matrix product \( zH(h(X))z^T \) can be expressed as:

\[
zH(h(X))z^T = -\frac{1}{f(X)^2} \sum_{i=0}^{K-1} \sum_{j=0}^{K-i} \left( \sum_{k=0}^{j} z_{j+k} \right)^2 \alpha_{j-1} \alpha_{j+1} \prod_{m=1}^{j-1} e^{X_m} \prod_{n=1}^{j+1} e^{X_n}
\tag{31}
\]

Thus, \( zH(h(X))z^T \leq 0, \forall z \in \mathbb{R}^K \) if all the possible combinations of \( a_0 a_j, a_k \in \{1, \ldots, K - 1\}, j \in \{1, \ldots, K\} \) and \( j > i \) are positive. A necessary and sufficient condition for this to happen is \( a_0 \geq 0 \), since by definition, \( a_k \geq 0, \forall k \in \{1, \ldots, K\} \).

Consequently, \( h(X) \) will be concave if \( a_0 \geq 0 \). On the other hand, since \( g(X) > 0 \), and is a linear function, \( \ln(g(X)) \) is concave. The sum of two concave functions is concave, therefore we can conclude that \( \ln(EE_T) \) is concave, and by implication \( EE_T \) is log-concave.

**APPENDIX B**

**Proof of Optimal SE Points**

Proof: Let \( EE_T \) in (5) be re-expressed as:

\[
EE_T(X) = \frac{B}{\ln(2)} \beta P(X) + \frac{1}{\beta N} \frac{1}{\ln(2)} \beta \frac{\partial P(X^*)}{\partial X_k}
\tag{32}
\]

Since \( EE_T \) is a concave function of \( X \) (see the proof in Appendix A), there exists a unique \( X \) for which \( EE_T \) is maximized over its entire domain. Let \( X^* \) be this optimum value of \( X \), then we know by definition that \( \nabla EE_T(X = X^*) = 0 \), or equivalently, \( \frac{\partial EE_T(X = X^*)}{\partial X_k} = 0 \), which in turns implies that:

\[
\beta P(X^*) + P_e = \beta X^T I \beta \frac{\partial P(X^*)}{\partial X_k}
\tag{33}
\]

since

\[
\frac{\partial EE_T(X)}{\partial X_k} = \frac{B}{\ln(2)(P(X) + P_e)^2} \left( \beta P(X) + P_e - \beta X^T I \beta \frac{\partial P(X)}{\partial X_k} \right) = 0
\tag{34}
\]

where \( I \) is a \( 1 \times K \) vector of ones and \( \{\cdot\}^T \) is the transpose operator. Identifying the right side of (32) with the left side of (33), the latter can be re-expressed as:

\[
\frac{1}{EE_T} = \frac{1}{EE_T(X^*)} = \frac{1}{\frac{B}{\ln(2)} \beta P(X^*)} = \frac{1}{\beta \frac{\partial P(X^*)}{\partial X_k}}
\tag{35}
\]

which in turns implies that

\[
\frac{\partial P(X^*)}{\partial X_k} = \frac{\partial P(X^*)}{\partial X_k}
\tag{36}
\]

for any \( l \neq k \in \{1, \ldots, K\} \), since \( \frac{1}{EE_T} \) is a constant. Knowing from (4) that

\[
\frac{\partial P(X)}{\partial X_k} = N \sum_{i=k}^{K} \alpha_i \sum_{j=1}^{i} e^{X_j}
\tag{37}
\]

it implies with (36) that

\[
N \sum_{i=k}^{K} \alpha_i \sum_{j=1}^{i} e^{X_j} = 0
\tag{38}
\]

if \( l > k \) and, hence, \( X^*_j \to -\infty \) for any \( j \in \{k, \ldots, l - 1\} \). However, we know that \( X^*_j \geq 0 \) for any \( j \in \{1, \ldots, K\} \); thus, \( X^*_j = 0 \ j \in \{k, \ldots, l - 1\} \). Let \( l = K \) and \( k = 1 \), then \( X^*_j = 0 \ j \in \{1, \ldots, K - 1\} \). Inserting the latter result in (33), we obtain that:

\[
\beta N \left[ -g_K^{-1} \sum_{i=1}^{K-1} \alpha_i + \alpha_K e^{X_K} \right] + P_e = N \beta X_K \alpha_K e^{X_K}
\tag{39}
\]

or equivalently,

\[
e^{-1} \sum_{i=0}^{K-1} \alpha_i = (X_K - 1) \alpha_K e^{X_K-1}
\tag{40}
\]

since \( \alpha_0 = P_e/(\beta N) - g_K^{-1} \). Consequently, the \( K^{th} \) user optimal SE is given by

\[
X_K^* = W_0 \left( e^{-1} \left( \frac{g_i P_e}{\beta N} - 1 \right) \right) + 1
\tag{41}
\]

since \( \sum_{i=0}^{K-1} \alpha_i = P_e/(\beta N) - g_i^{-1} \) and \( \alpha_K = g_i^{-1} \).
APPENDIX C

EE CONTOUR DERIVATION

Proof: Using $E_C$ and (7), the total EE function can be expressed as:

$$A^{-1}E_C\left(\alpha_0 + \sum_{k=1}^{K-1} \alpha_k \prod_{j=1}^{K} e^{X_j}\right)$$

$$= \sum_{k=1}^{K} X_k - A^{-1}E_C\alpha_k \prod_{k=1}^{K} e^{X_k}. \tag{42}$$

Therefore, we obtain that

$$-A^{-1}E_C\alpha_k e^{A^{-1}E_C(\alpha_0 + \sum_{k=1}^{K-1} \alpha_k \prod_{j=1}^{K} e^{X_j})}$$

$$= -A^{-1}E_C\alpha_k \prod_{k=1}^{K} e^{X_k} e^{-A^{-1}E_C\alpha_k \prod_{k=1}^{K} e^{X_k}}. \tag{43}$$

By using the Lambert function, it implies that

$$-A^{-1}E_C\alpha_k \prod_{k=1}^{K} e^{X_k}$$

$$= \mathcal{W} \left[ -A^{-1}E_C\alpha_k e^{A^{-1}E_C(\alpha_0 + \sum_{k=1}^{K-1} \alpha_k \prod_{j=1}^{K} e^{X_j})} \right] \tag{44}$$

By rearranging the latter, it can finally be re-expressed as

$$X_K = \ln \left( \frac{-A^{-1}E_C\alpha_k \prod_{k=1}^{K} e^{X_k}}{\mathcal{W} \left[ -A^{-1}E_C\alpha_k e^{A^{-1}E_C(\alpha_0 + \sum_{k=1}^{K-1} \alpha_k \prod_{j=1}^{K} e^{X_j})} \right]} \right) \tag{45}$$
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