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1. Introduction

Pressure driven steady flow through a uniform circular channel containing a constricted portion is a common problem considering physiological flows such as underlying human speech sound production. The influence of the constriction’s cross-section shape (circle, ellipse, circular sector) on the flow within and downstream from the constriction is experimentally quantified. An analytical boundary layer flow model is proposed which takes into account the hydraulic diameter of the cross-section shape. Comparison of the model outcome with experimental and three-dimensional numerically simulated flow data shows that the pressure distribution within the constriction can be modeled accurately so that the model is of interest for analytical models of fluid–structure interaction without the assumption of two-dimensional flow.

In the following we consider flow and geometrical configurations relevant to physical studies of human speech production. Simplifications of the flow model through the constricted channel geometry are based on a non-dimensional analysis of the governing Navier–Stokes equations [9]. Accounting for typical values of physiological, geometrical and flow characteristics observed on human speakers [10,11,3] result in non-dimensional numbers which allows one to assume the flow through the human upper airways during speech production as incompressible [(Mach number, $Ma^2 \ll 0.1$), laminar [(Reynolds number $Re \approx O(10^3)$)], quasi-steady [(Strouhal number $Sr \ll 1$] and two-dimensional (2D) given the channel’s mean aspect ratio $(Ar \geq 4)$ corresponding to the width-to-height ratio of the rectangular cross-section [2,12,6]. Based on these assumptions, quasi-2D or 2D flow models [13–15] derived from boundary layer theory [9] have proven to be extremely useful to capture the underlying physics and are applied to mimic and predict ongoing phenomena using few computational resources while allowing experimental validation on mechanical replicas. Nevertheless, the assumption of a 2D geometry implies that details of the cross-section shape perpendicular to the streamwise flow direction ($x$) are neglected whereas medical imaging studies of the human upper airway during speech production reveal a large variation of the cross-section shape within the larynx as well as within the vocal tract [10,11].

Previous studies (see e.g. [2,13,14]) have shown that in order to represent the flow observed on mechanical replicas of the human upper airway, the contribution of viscous effects to the model outcome is essential. Since viscous effects depend on the cross-section shape [9], adding the constriction’s cross-section shape to the set
of flow model input parameters is likely to alter the model outcome. Concretely, this implies that the common assumption of 2D flow is not made whereas other flow assumptions, i.e. incompressible, laminar and quasi-steady are still valid. Nevertheless, experimental evidence of the influence of the constriction’s cross-section shape on mechanical replicas is lacking.

Therefore, in the current work it is aimed firstly to provide experimental evidence of the impact of the cross-section shape on main flow quantities for a mechanical replica pertinent to represent an upper airway constriction during speech sound production [1,6,14]. The mechanical replica has a uniform constriction of constant area but variable cross-section as depicted in Fig. 1. Secondly, it is aimed to propose and validate an analytical laminar boundary layer flow model against measured flow quantities. Furthermore, the outcome of the laminar flow model is compared to numerically simulated data describing laminar three-dimensional flow. Simulated data are obtained using the immersed boundary (IB) method [16] since it is commonly used to describe fluid–structure interactions such as occurring during human speech sound production [17]. Consequently, modeled flow data are compared with measured as well as simulated flow data. Note that for fluid–structure interaction applications such as vocal fold auto-oscillations during voiced speech production, accurate estimation of the pressure within the constriction \( x_1 \leq x \leq x_2 \) is most important since it determines the forces exerted by the fluid on the enveloping walls.

In the following, a simplified analytical boundary layer flow model is presented accounting for the cross-section shape by means of its hydraulic diameter. Next, the immersed boundary method to obtain 3D flow simulations is detailed. After that, the experimental setup used to characterize the flow field (velocity and pressure) of the mechanical replica is detailed. Then, results are presented. At first, the impact of the cross-section on measured flow data is shown and the quasi-3D flow model is discussed with respect to experimental observations. Subsequently, a quantitative comparison between measured, modeled and simulated flow data is presented. Finally, a conclusion is formulated.

2. Laminar boundary layer flow model

Flow through a uniform circular flow channel of area \( A_0 \) containing a constriction of constant length \( L_c \) and with minimum area \( A_c \) is considered as illustrated in Fig. 2. All sharp edges are rounded (measured radius \( r = 0.05 \) cm). Rounding outlet edges with such a small curvature radius will avoid occurrence of the so-called Coanda effect which is not the case when the constriction outlet is more divergent [9]. Rounding leading edges at the inlet of the constriction aims to reduce a potential vena contracta effect in comparison with sharp inlet edges. Consequently, rounded edges allow to focus on the impact of the cross-section area by reducing other effects related to the constriction geometry. Finally, it is noted that with respect to physiological flow applications rounded edges are more pertinent.

Flow through the constricted channel is then generated by imposing upstream pressure \( P_0 \) and hence the total driving pressure difference \( \Delta P = P_0 - P_d \) where downstream pressure \( P_d = 0 \). Downstream from the constriction jet formation occurs at the downstream end of a constricted region \( x = x_2 - r \) so that the jet has a finite potential core \( x_{pc} \) due to flow mixing and subsequent pressure recovery as depicted in Fig. 2. The impact of the wall curvature of the trailing portion of the constriction on flow separation is neglected since the wall curvature radius of the assessed cross-section shapes (Fig. 1) is much smaller (factor 5 or more) than the overall spanwise or transverse extent (see e.g. \( w \) and \( h \) in Table 1). The pressure distribution \( P(x, t) \) along the channel \( (x_0 \leq x) \) is sought.

Boundary layer development influences the flow of a viscous fluid such as air (kinematic viscosity \( \nu = 1.5 \times 10^{-5} \) cm²/s and density \( \rho = 1.2 \times 10^{-3} \) g/cm³). The constriction length \( L_c \) is assumed much shorter than the entrance length necessary to obtain fully viscous flow (developed boundary layers) for all assessed Reynolds numbers \( Re \) [9] so that thin boundary layers envelop the core region of the flow. Therefore, a boundary layer flow model is proposed.
The flow is assumed steady, laminar and incompressible and the no-slip boundary condition is applied on the channel walls as is volume flow rate conservation \( \frac{d\Phi}{dx} = 0 \), with volume flow rate \( \Phi \). Flow separation and jet formation are assumed to occur at the end of the constricted portion. Pressure recovery due to flow mixing of the jet issued from the constriction with the surrounding fluid downstream from the constriction is then modeled using conservation of mass and momentum over the mixing region:

\[
u_A j_A = u_2 A_2,
\]

\[
\rho u_2^2 A_2 = P_A A_2 + \rho A j u_j,
\]

where subindex \( j \) and 2 indicate respectively the jet region (cross-sectional area \( A_j \), velocity \( u_j \) and pressure \( P_j \)) and the region downstream from the mixing zone (cross-sectional area \( A_t \), velocity \( u_2 \) and pressure \( P_2 = P_d = 0 \)). The jet cross-sectional area is given as

\[
\frac{A_j}{A_t} = \left( 1 - \frac{2\delta_1}{D} \right)^2 \quad \text{or} \quad \frac{A_j}{A_t} \approx 1 - \frac{4\delta_1}{D} \quad \text{since} \quad \frac{2\delta_1}{D} < 1,
\]

with \( \delta_1 \) the displacement thickness of the boundary layer approximated as the value for a flat plate of length \( L_c \) associated with a Blasius velocity profile [9]:

\[
\delta_1 \approx 1.7 \sqrt{\frac{L_c D}{Re_{ref}}}.
\]

where reference Reynolds number \( Re_{ref} = \frac{D u_2}{v} \) is defined using hydraulic diameter \( D \) and reference velocity \( u_{ref} = \sqrt{\frac{2Q}{\pi A}} \) is an estimation of the pressure within the jet \( P_j \) yields

\[
P_j = \frac{-2 \delta_1}{A_t} \left( 1 - \frac{A_j}{A_t} \right)
\]

and the pressure drop \( \Delta P_c = P_c - P_j \) becomes

\[
\frac{\Delta P_c}{P_0} = \frac{P_0 - P_j}{P_0} \left( 1 - \frac{A_j}{A_t} \right).
\]

The pressure within the constriction is given as \( P(0 \leq x \leq L_c) \approx P_j + \frac{\Delta P_c}{L_c} \), so that the pressure at the center \( (x/L_c = 0.5) \) of the constriction is approximated as \( P_1 \approx P_j + \frac{\Delta P_c}{2} \).

The centerline velocity \( u \) within the constriction \( (0 \leq x \leq L_c) \), i.e. in the core flow region outside the boundary layer, is estimated by approximating the area \( A(x) \) following (3) and (4) as

\[
A(x) \approx \left( 1 - \frac{2\delta_1(x)}{D} \right)^2 \quad \text{with} \quad \delta_1(x) \approx 1.7 \sqrt{\frac{xd}{Re_{ref}}},
\]

so that

\[
u(x) \approx \Phi \frac{A(x)}{A_t}
\]

with volume flow velocity \( \Phi \) estimated as

\[
\Phi \approx u_{ref} \cdot \frac{A(x)}{A_t},
\]

where \( A(x) \) indicates the mean value of \( A(x) \) within the constriction using (7).

The velocity downstream from the constriction within the potential core \( (L_c < x < L_k) \) is assumed constant so that \( u(x) \approx \frac{\Phi}{A_t} \) holds. The velocity decay downstream from the potential core is not modeled. Finally, the bulk velocity in the unconstricted tube portion is approximated as \( u_0 = \frac{Q}{\pi R_0^2} \). Consequently, \( u \approx u_0 \) is assumed to provide the velocity upstream from the constriction and downstream from the jet’s decay region, i.e. near the channel exit.

### 3. Numerical 3D flow simulation

Pressure-driven incompressible laminar air flow through a constricted channel as depicted in Fig. 2 is considered. An adaptive immersed boundary (IB) method is used for the simulations [16]. IB uses a Lagrangian description of the immersed structure, along with an Eulerian description of the momentum, velocity, and incompressibility of the coupled fluid–structure system.

In brief, let \( \Omega \subset \mathbb{R}^3 \) denote the physical domain occupied by the fluid–structure system. Let \( \mathbf{x} = (x, y, z) \in \Omega \) denote fixed physical coordinates, and \( U \subset \mathbb{R}^3 \) denotes the reference coordinate system attached to the channel structure, described by \( \mathbf{X} = (X, Y, Z) \in U \), which are the material coordinates. Then at time \( t \), the physical position of material point \( \mathbf{X} \) can be described as \( \chi(\mathbf{X}, t) \), therefore, \( \chi(U, t) = \Omega_t \) is the occupied region by the channel structure. The fluid region at time \( t \) is \( \Omega_t \). The IB formulation of the equations [16] is:

\[
\frac{\partial \mathbf{u}}{\partial t}(\mathbf{x}, t) + \mathbf{u}(\mathbf{x}, t) \cdot \nabla \mathbf{u}(\mathbf{x}, t) = -\nabla p(\mathbf{x}, t) + \mu \nabla^2 \mathbf{u}(\mathbf{x}, t) + \mathbf{f}(\mathbf{x}, t),
\]

\[
\nabla \cdot \mathbf{u}(\mathbf{x}, t) = 0,
\]

\[
\frac{\partial \chi}{\partial t}(\mathbf{x}, t) = \int_{\Omega} \mathbf{u}(\mathbf{x}, t) \cdot \delta(\mathbf{x} - \chi(\mathbf{X}, t)) d\mathbf{X}
\]

\[
\mathbf{f}(\mathbf{x}, t) = \int_{U} \mathbf{F}(\mathbf{X}, t) \delta(\mathbf{x} - \chi(\mathbf{X}, t)) d\mathbf{X}
\]

where \( \mathbf{u}(\mathbf{x}, t) \) is the Eulerian fluid velocity field, \( p(\mathbf{x}, t) \) is the Eulerian pressure field, \( \mathbf{f}(\mathbf{x}, t) \) is the Eulerian elastic force density, \( \mathbf{F}(\mathbf{X}, t) \) is the Lagrangian elastic force density, which relates to the mechanics of the immersed channel structure, and \( \delta(x) \delta(y) \delta(z) \) is the three-dimensional Dirac delta function. As the immersed channel structure is rigid, this is modeled by applying a tethering force

\[
f_{\text{tether}} = k(\chi(\mathbf{X}, t) - \mathbf{X}),
\]

where we choose the parameter \( k = 10 \text{ N/cm} \). This will ensure that the structure is anchored in place. We further assume that \( f(\mathbf{x}, t) \) only comes from the tethering force because the structure deformation is negligible. Hence \( \mathbf{f}(\mathbf{x}, t) = f_{\text{tether}} \).

The flow channel (Fig. 2) used for numerical simulations has a total length of 22.5 cm with radius 1.25 cm at its inlet and outlet which corresponds to area \( A_0 = 4.92 \text{ cm}^2 \). The constricted portion has length \( L_c = 2.5 \text{ cm} \) and cross-sectional area \( A_c = 0.79 \text{ cm}^2 \) so that the constraint degree yields 84%. The unconstricted upstream portion has length \( L_u = 5 \text{ cm} \) (or \( 2 \times L_c \)) and the unconstricted downstream portion has length \( L_d = 15 \text{ cm} \) (or \( 6 \times L_c \)). All sharp edges are rounded (radius \( r = 0.05 \text{ cm} \)) as depicted in Fig. 2. The channel walls are rigid as expressed by the parameter \( k \).
and have a thickness of 0.1 cm. A geometrical model of the channel structure is generated (SolidWorks CAD) and converted into a mesh with 204 862 tetrahedron elements [18].

The flow channel is immersed in a rectangular 22.5 cm × 5.4 cm × 5.4 cm fluid box, as shown in Fig. 3. The discretization of the fluid box is initialized with a N × N × N Cartesian grid for N = 128 resulting in a grid size within the constriction of 0.4 mm in the spanwise and transverse direction, and 1.7 mm in the streamwise direction. The numerical treatment of the employed IB method is detailed in [19]. In brief, a staggered-grid discretization of the velocity \( \mathbf{u} \) and force fields \( \mathbf{f} \) is used, whose components are approximated at the center of the Cartesian cell faces to which that component is normal. The pressure field \( p \) is approximated at the center of the cells. The divergence, gradient, and Laplace operators are approximated using standard second-order accurate finite difference methods. A version of the piecewise parabolic method is used to discretize the convective term. An explicit version of Crank Nicolson–Adams Bashforth scheme is employed for the numerical treatment of the convective terms. A version of the piecewise parabolic method is used to discretize the convective term. An explicit version of Crank Nicolson–Adams Bashforth scheme is employed for the numerical treatment of the convective terms. A version of the piecewise parabolic method is used to discretize the convective term.

In order to validate the outcome of the modeled and simulated flow, constriction geometries assessed in numerical simulation are reconstructed using Rapid prototyping (ProJet 3510 SD with accuracy <0.01 cm). Reconstructed constrictions are illustrated in Fig. 5. The cross-section is positioned in the \((y, z)\) plane where as before \(y\) denotes the spanwise and \(z\) the transverse direction. In comparison with the numerical grid, the constriction’s streamwise extrema are enlarged in order to add screw thread (Fig. 5) so that an upstream and downstream circular tube with area \( A_0 = 4.9 \text{ cm}^2 \) (or diameter \( D_0 = 2.5 \text{ cm} \) so that \( L_c = 1 \times D_0 \)) can be attached air-tightly. Consequently, the constriction degree of the flow channel yields again 84\%. The downstream tube has length \( L_d = 15 \text{ cm} \) (≈7 × \( D_0 \)) as was the case for numerical simulations. The upstream tube on the other hand has length \( L_u = 5 \text{ cm} \) (≈2 × \( D_0 \)) in the numerical grid whereas the length of the downstream tube used in the experiments yields \( L_u = 100 \text{ cm} \) (≈50 × \( D_0 \)) in order to favor laminar flow at the inlet of the constriction during the experiments [9].

4. Experimental setup

4.1. Constricted channel with different cross-section shape

Experiments are performed for three different constrictions so that the cross-section is either a circle, an ellipse or a circular sector. In order to validate the outcome of the modeled and simulated flow, constriction geometries assessed in numerical simulation are reconstructed using Rapid prototyping (ProJet 3510 SD with accuracy <0.01 cm). Reconstructed constrictions are illustrated in Fig. 5. The cross-section is positioned in the \((y, z)\) plane where as before \(y\) denotes the spanwise and \(z\) the transverse direction. In comparison with the numerical grid, the constriction’s streamwise extrema are enlarged in order to add screw thread (Fig. 5) so that an upstream and downstream circular tube with area \( A_0 = 4.9 \text{ cm}^2 \) (or diameter \( D_0 = 2.5 \text{ cm} \) so that \( L_c = 1 \times D_0 \)) can be attached air-tightly. Consequently, the constriction degree of the flow channel yields again 84\%. The downstream tube has length \( L_d = 15 \text{ cm} \) (≈7 × \( D_0 \)) as was the case for numerical simulations. The upstream tube on the other hand has length \( L_u = 5 \text{ cm} \) (≈2 × \( D_0 \)) in the numerical grid whereas the length of the downstream tube used in the experiments yields \( L_u = 100 \text{ cm} \) (≈50 × \( D_0 \)) in order to favor laminar flow at the inlet of the constriction during the experiments [9].

4.2. Flow facility

The experimental setup, depicted in Fig. 6, consists of an air compressor (Atlas Copco GA7), followed by a pressure regulator (Norgren type 11-818-987) providing an airflow at constant pressure. The volume flow rate \( \Phi \) is controlled by a manual valve placed downstream from the pressure regulator. Its value is measured by a thermal mass flow meter (Model 4043 TSI) with an accuracy of 2\% of its reading. Flow experiments are performed for volume rates within the range \( 0 < \Phi \leq 3333 \text{ cm}^3/\text{s} \). The increment yields 83 cm³/s for \( \Phi \leq 1333 \text{ cm}^3/\text{s} \), 166 cm³/s for \( \Phi \leq 1500 \text{ cm}^3/\text{s} \) and 416 cm³/s for \( \Phi \geq 2083 \text{ cm}^3/\text{s} \). To homogenize the flow, a settling chamber is used.
Instruments). Volumeflow rate acquired data are processed using LabView 7 software (National and a National Instruments PCI-MIO-16XE acquisition card. The amplifier/conditioning board (National Instruments SXCI-1121) using an input/output data acquisitions system consisting of a pre-detailed in Fig. 5. Electrical signals are amplified and conditioned using an input–output data acquisitions system. Amsdative as illustrated in Fig. 5. The used nozzle is designed so that the resulting nozzle flow is laminar for the assessed range of volume flow rates \( \Phi \leq 3333 \text{ cm}^3/\text{s} \) [21]. Except for the air compressor, the whole setup is placed in a confined room in order to avoid flow disturbances.

4.3. Steady flow measurements: pressure and velocity

Pressure sensors (Kulite XCS-093) can be positioned in pressure taps of diameter 0.04 cm so that the pressure upstream from the constriction \( P_0 \), within the constriction \( P_1 \), and near the flow channel's exit \( P_2 \) can be measured as illustrated in Fig. 6. Pressure tap \( P_1 \) is located in the center of the constricted portion at \( x/L_c = 0.5 \) in order to avoid pressure measurements in the region near the upstream trailing edge of the constriction where the flow field is potentially affected by a vena contracta effect [9]. The position of the pressure tap \( P_1 \) in the cross-sectional \((y, z)\)-plane is detailed in Fig. 5. Electrical signals are amplified and conditioned using an input/output data acquisition system consisting of a pre-amplifier/conditioning board (National Instruments SXCI-1121) connected to a PC through a National Instruments BNC-2080 and a National Instruments PCI-MIO-16XE acquisition card. The acquired data are processed using LabView 7 software (National Instruments). Volume flow rate \( \Phi \) and pressure \( P_0, 1, 2 \) are sampled at 500 Hz and 24 kHz, respectively. Statistical quantities, such as mean values, are derived on 5 s of steady signal for the measured volume flow rate \( \Phi(t) \) and pressure signal \( P(t) \) [18].

The flow velocity downstream from the constriction is measured for each of the assessed reconstructed constriction geometries (Fig. 5) by hot film anemometry as illustrated in Fig. 7. The hot film (TSI 1201-20) is mounted to a positioning system with accuracy of 0.01 cm [18]. The probe displacement is controlled by a user-defined matrix implemented in LabView (National Instruments) using the input–output data acquisition system. At each spatial measurement position, the hot-film output voltage is sampled at 10 kHz during 40 s by a constant temperature anemometer system (TSI IPA 300). Following calibration of the hot-film, statistical quantities such as the mean and root mean square velocity are derived at each measurement position [22].

Spanwise velocity profiles are gathered by positioning the hot film at a distance <0.1 cm downstream from the center of the nozzle exit and displacing the hot film with a spanwise step of 0.05 cm parallel to the cross-section exit plane across the direction depicted in Fig. 5. Longitudinal velocity profiles in the near field downstream from the constriction for elliptical and circular sector cross-section shape are obtained by positioning the hot film at a distance <0.1 cm downstream from the nozzle exit at the cross-sectional position associated with the centerline of the jet, i.e. \( (w_a/2, h_c/2) \) for circle, \( (w_a/2, h_c/2) \) for ellipse and \( (w_c/2, h_c/2) \) for circular sector as illustrated in Fig. 5 [20,18]. Next, the hot film is displaced with streamwise steps of 0.2 cm up to 3 cm downstream from its initial position followed by a streamwise step of 0.5 cm up to 16 cm from its initial position (\( \Delta x = 16 \text{ cm} \) in Fig. 7). For the flow channel with circular constriction, the longitudinal velocity is measured with the constriction's inlet with steps of 0.2 cm up to 6 cm downstream from its initial position followed by a streamwise step of 0.5 cm up to 18.5 cm from its initial position (\( \Delta x = 18.5 \text{ cm} \) in Fig. 7).

5. Boundary layer flow model validation

Qualitative and quantitative features of the boundary layer flow model are discussed in relation to experimental observations and 3D simulated data. At first, experimental data are considered. It is sought to show the impact of the cross-section shape experimentally as well as to characterize the range of input pressure values for which the flow within the constriction is laminar since laminar flow within the constriction is an assumption underlying the simplified flow model. Next, estimated and measured flow quantities are compared in detail for input pressure \( P_0 = 35 \text{ Pa} \) which will be shown to result in laminar flow within the constriction as was suggested by the simulated flow field.
5.1. Experimental data: qualitative model evaluation

5.1.1. Pressure within the constriction

The pressure drop purely due to flow inertia, i.e. without viscosity, expressed as ratio $P_1/P_0$ between the pressure somewhere within the uniform portion of the constriction ($P_s = P(x)$ with $x_1 < x < x_2$ in Fig. 2) and upstream from the constriction ($P_0$ at $x = x_0$) depends solely on the geometry as $P_s/P_0 \approx 1 - (A_x/A_t)^2$ with $A_t \approx 0.95 \text{ cm}^2$ and $A_x = 0.79 \text{ cm}^2$ and neglecting $A_0 = 4.9 \text{ cm}^2$ [9]. Therefore, the ratio $P_s/P_0$ is constant within the constricted portion and yields about 145% independently from cross-section shape or applied volume flow rate $\Phi$. Viscosity is expected to reduce this pressure drop. In contrast to the term expressing flow inertia, the viscous term depends on volume flow rate $\Phi$, and hence bulk Reynolds number $Re$, as well as on the cross-section shape [9].

This reasoning fits well with experimental observations of the ratio $P_1/P_0$ (Fig. 8) between mean pressures measured within ($P_1$) and upstream ($P_0$) from the constriction as a function of Reynolds number $Re$. Indeed, it is seen that the pressure drop within the constriction depends on both the cross-section shape and Reynolds number. The maximum pressure drop within the constriction is for all cases (121% for circle, 119% for ellipse and 114% for circular sector) smaller than 145%, the pressure drop associated with purely inertial flow. This confirms that viscosity affects the flow for all three constrictions at a rate determined by the cross-section shape. Moreover, note that the decreased magnitude of pressure drop reduction ordered by cross-section shape (ellipse then circular sector and then circle) is consistent with the increase of hydraulic diameter ($D_h < D_{ext} < D_{int}$, see Table 1) for all Reynolds numbers $Re$.

The initial increase of the pressure drop with Reynolds numbers in the range $0 < Re < Re_t$, with $Re_t$ denoting the Reynolds number associated with maximum pressure drop ($Re_t \approx 6000$ for circle, $Re_t \approx 7000$ for ellipse and $Re_t \approx 6700$ for circular sector), expresses the increasing impact of inertial flow effects compared to viscous flow effects expressed by Reynolds number increase [9]. On the other hand, for Reynolds numbers $Re$ greater than $Re_t$, the pressure drop is seen to reduce for all cases (cl, el and cs) indicating that an additional pressure recovery occurs likely due to the transition from laminar to turbulent flow which reduces the pressure drop with about 6% compared to its maximum value (116% for circle, 113% for ellipse and 108% for circular sector). The range of Reynolds numbers associated with the transitional flow regime depends on the cross-section shape as well since pressure recovery occurs e.g. more slowly for circle as for circular sector since 4% pressure recovery corresponds to $Re_t + 8000$ compared to $Re_t + 3000$, respectively (Fig. 8). The flow within the constriction remains laminar ($Re \ll Re_t$) for all assessed cross-section shapes as upstream pressure $P_0 < 150 \text{ Pa}$. The boundary layer flow model is not expected to capture tendencies observed for Reynolds numbers associated with the transitional or turbulent flow regime since laminar flow is assumed within the constriction.

5.1.2. Velocity downstream from the constriction

For the assessed flow channel (Fig. 7), the jet is confined by the downstream tube of 15 cm between $1 \times L_e$ up to $7 \times L_e$ which corresponds to at least 15 times the hydraulic diameter (15 $\times D_{int}$ for circle, 22 $\times D_{int}$ for ellipse and 21 $\times D_{int}$ for circular sector). In this case, the jet is likely to re-attach somewhere along the walls of the downstream tube due to mixing and expansion despite reduced flow entrainment due to confinement [9].

In order to illustrate jet development, the longitudinal velocity profile $u(x)$ is measured along the centerline of the jet (Fig. 2) in the range $1 < x/L_e < 7$ (Fig. 7) while imposing upstream pressure $P_0 = 35 \text{ Pa}$ resulting in laminar flow ($Re < Re_t$) within the constriction for all cases since $Re \approx 4200$ for circle, $Re \approx 2800$ for ellipse and $Re \approx 3000$ for circular sector. Measured longitudinal profiles normalized by the reference velocity $u_{ref} = \sqrt{2P_0/\rho}$ are shown in Fig. 9. Immediately downstream from the constriction exit the normalized velocity depends on the flow development within the constriction so that viscous effects – and hence the cross-section shape – contribute to shape the initial jet velocity which varies up to 8%. Note that the observed decrease of initial jet velocity ($u_0 > u_{ref} > u_{cl}$ at $x/L_e \approx 1$) corresponds to the measured pressure drop increase ($P_1/P_0$) at $x/L_e \approx 1$ (or $7.5 \times D_e < x < 11.2 \times D_e$) indicating axis switching of the jet whereas a continuous velocity decay is observed for the circle and circular sector although at a different rate since the decay is more rapid for circle than for circular sector. The observed velocity decay towards the flow channel’s exit ($x/L_e = 7$) motivates the assumption of $P_e = 0$ at the channel’s exit, which is confirmed by pressure measurements near the channel’s exit, i.e. $P_2 = 0 \pm 3 \text{ Pa}$ for $Re < Re_t$.

5.2. Experimental, modeled and numerical data: quantitative model evaluation for $P_0 = 35 \text{ Pa}$

The laminar boundary layer flow model takes into account the cross-section shape by means of its hydraulic diameter $D$. The 3D flow simulations rely on a laminar flow description as well and are expected to capture jet expansion mechanisms related to viscosity and the influence of the cross-section shape in more detail. Therefore, in order to evaluate the flow model, it is of interest to compare the model outcome with the simulated flow field as well as with experimental observations within the laminar flow regime ($Re < Re_t$). In the following, a comparison between modeled, simulated and measured flow features is presented for upstream pressure $P_0 = 35 \text{ Pa}$ which is well within the range of upstream pressures ($P_0 < 150 \text{ Pa}$) for which $Re < Re_t$ for all cross-section shapes.

Modeled (subscript m) pressure distributions $P_m$, simulated (subscript s) pressure distributions $P_s$ and experimentally (subscript e) observed pressures $P_e$ at the center of the constriction...
are plotted in Fig. 10 for all assessed cross-section shapes. Modeled (<10%) and simulated (<5%) pressures result in an accurate estimation of the measured pressure drop \(P_1/P_0\) at the center of the constriction \((x/L_c = 0.5)\) for all cross-section shapes. In addition, modeled and simulated pressure drops \(P_1/P_0\) decrease when the cross-section is varied from ellipse to circular sector and to circle in agreement with experimental observations \(((P_1/P_0)_{cl} < (P_1/P_0)_{el} < (P_1/P_0)_{cs})\) in Fig. 8. Within the constriction \((0 \leq x/L_c \leq 1)\) both the modeled and simulated pressure distribution decreases downstream from the constriction's inlet \((x = 0)\). In the case of an ideal inviscid flow, the pressure distribution would depend solely on the varying area so that in this case, the pressure distribution would remain constant within the constriction since its area \(A_c\) does not change. Accounting for viscosity reduces the pressure drop within the constriction compared to the case of an ideal flow. The magnitude of the pressure drop reduction will depend on the cross-section shape as well as on the streamwise extent of the constricted portion. Concretely, at the center of the constricted portion \((x/L_c = 0.5)\) the inviscid pressure drop \((144\%)\) is reduced to 113% for circle, 104% for ellipse and 106% for circular sector when the boundary layer model is applied. Modeled and 3D simulated pressures within the constriction are in good agreement. At the center of the constriction the simulated pressure yields 116 ± 9% for circle, 100 ± 6% for ellipse and 112 ± 13% for circular sector. Note that the standard derivation around the mean value does not change within the constriction and is of the same order of magnitude as experimentally observed for \(P_1\) [18]. The maximum difference (<20%) between modeled and simulated pressure occurs near the inlet and outlet of the constriction suggesting that in these regions the boundary layer model neglects some phenomena, e.g. the presence of flow recirculation zones due to the severity of the constriction (constriction degree reduces abruptly with more than 80% at \(x = x_c\) in Fig. 2) or asymmetrical boundary layer development in the case of the circular sector [18,20]. Vortex formation, jet expansion and associated recirculation zones affect the simulated pressure distributions downstream from the constriction for all cross-section shapes since negative pressures are observed along the potential core of the simulated jet (up to \(x/L_c \approx 3\), Fig. 10) whereas pressure recovery is observed as the flow expands further downstream (downstream from \(x/L_c \approx 3\), Fig. 10).

Simulated, measured and modeled longitudinal velocity profiles are shown in Fig. 11. Modeled, simulated and measured velocities within the constriction are in good agreement (overall <5%) for all assessed cross-section shapes. Consequently, both the modeled and simulated velocity provide a fair estimation (<5% for circle and circular sector and <10% for ellipse) of the initial jet velocity at the constriction’s exit and therefore of the constant velocity within the potential core. Nevertheless, the potential core extent is underestimated (≈50% when considering constant velocity) when comparing simulated with measured values. The bulk velocity approximates the simulated velocity near the channels inlet and outlet. The standard deviation on the simulated and measured mean velocities within the constriction and within the potential core was less than 5% whereas within the velocity decay region of the jet the variation increases (>15%) [18].
Simulated and measured spanwise velocity profiles are shown in Fig. 12. In general, it is seen that the simulated velocity profile matches well with the measured velocity since it predicts an ideal core flow with constant velocity enveloped by a viscous boundary layer. The normalized modeled laminar Blasius velocity profile is shown (dashed line; subscript \( bl \)).

Fig. 12. Illustration of simulated (dash-dotted line, subscript \( s \)) and measured (symbol, subscript \( e \)) spanwise (see Fig. 5) velocity profiles \( u \) normalized by the maximum of the measured profile \( u_{\text{max}} \) as a function of spanwise position \( y/w \): circle (cl-top), ellipse (el-middle) and circular sector (cs-bottom). The normalized modeled laminar Blasius velocity profile is shown (dashed line, subscript \( bl \)).

6. Conclusion

Steady pressure-driven flow through a uniform channel containing a constriction with fixed area and length is assessed for different cross-section shapes, i.e. circle, ellipse and circular sector. The impact of the cross-section shape is shown experimentally within the constriction (pressure distribution) and for jet development downstream from the constriction (centerline velocity).

An analytical model is proposed which accounts for laminar boundary layer development within the constriction and pressure recovery due to jet mixing downstream from the constriction while considering the cross-section shape by means of its hydraulic diameter so that the assumption of 2D flow is not made. The boundary layer model is evaluated qualitatively and quantitatively by comparing its outcome to measured values as well as to 3D flow simulations. The pressure within the constriction is estimated accurately for all cross-section shapes. In addition, the proposed flow model provides an estimation of the centerline velocity distribution within the constriction. Consequently, the model allows to estimate main flow properties within the constriction at a negligible computational cost as long as the underlying boundary layer assumptions hold.

An analytical solution for flow through a constricted channel of arbitrary shape is of interest for applications where a constriction occurs naturally so that its shape cannot be altered. An example of such an application is the physical study of human speech sound production where such geometries occur within the vocal tract or within the larynx.

Current findings encourage future development of a 3D boundary layer model in order to further increase the model accuracy at a low computational cost.
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