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Abstract. Coarse grain materials are widely used in a variety of key industrial sectors like energy, oil and gas, and aerospace due to their attractive properties. However, when these materials are inspected using ultrasound, the flaw echoes are usually contaminated by high-level, correlated grain noise originating from the material microstructures, which is time-invariant and demonstrates similar spectral characteristics as flaw signals. As a result, the reliable inspection of such materials is highly challenging. In this paper, we present a method for reliable ultrasonic non-destructive evaluation (NDE) of coarse grain materials using matched filters, where the filter is designed to approximate and match the unknown defect echoes, and a particle swarm optimization (PSO) paradigm is employed to search for the optimal parameters in the filter response with an objective to maximise the output signal-to-noise ratio (SNR). Experiments with a 128-element 5MHz transducer array on mild steel and INCONEL Alloy 617 samples are conducted, and the results confirm that the SNR of the images is improved by about 10-20 dB if the optimized matched filter is applied to all the A-scan waveforms prior to image formation. Furthermore, the matched filter can be implemented in real-time with low extra computational cost.

INTRODUCTION

Ultrasonic inspection and imaging of coarse grain materials is a challenging yet essential problem which has received considerable attention from the Non-Destructive Evaluation (NDE) community in the recent decades. A variety of coarse grain materials like alloys and stainless steel offer attractive properties like high-temperature strength or excellent resistance to corrosive environment, and thus are widely used to build components like ducting, combustion cans, and transition liner in a range of key industrial sectors such as energy, oil and gas, and aerospace. When these materials are inspected using ultrasound, the flaw echoes are usually contaminated by high-level, correlated noise originating from the microstructure of the tested samples, and the grain noise is time-invariant and demonstrates similar spectral characteristics as flaw signals. A wide variety of techniques have been investigated to suppress grain noise and enhance flaw detection utilizing either the spatial diversity introduced by a transducer array, such as adaptive processing and beamforming [1, 2]; or the temporal-spectral characteristics of the broadband ultrasonic signals, for instance frequency compounding [3], sub-spectrum phase coherence factoring [4], spectral distribution similarity analysis [5], and fragment recognition classification [6].

The signal matching concept has been extensively used in the detection of signals of known form in stationary noise in the application areas like radar and sonar, and more recently in the field of ultrasonic NDE. If the signal waveforms and the noise statistics are exactly known a priori, the matched filter is optimal in terms of the SNR improvement; this is unfortunately not the case in ultrasonic NDE. Earlier studies utilise point reflector model to design the filter and apply it to clean materials [7], or use flaw signals obtained from simulations to design the filters [8, 9], but they are inevitably subject to errors, especially when using such filters in NDE of coarse grain materials.

In this work, we extend the method for matched filter design in [7] and further develop it into the scenario of inspection of highly scattering materials. The filter is tuned to match the defect echoes which are approximated by the superposition of multiple transmitted signals with different phase shift, time delay and amplitude gain that
simulates reflections from an unknown extended target. A particle swarm optimization (PSO) paradigm [10] is employed to search for the optimal parameters in the filter response to maximize the SNR improvements over a set of training signals. Experiments with a 128-element 5MHz transducer array on mild steel and INCONEL Alloy 617 samples are conducted, and the total focusing method (TFM) [1] is used to create the images. The results demonstrate that the SNR of the images is improved by about 10-20 dB when the optimized matched filter is applied to all the A-scan waveforms prior to TFM image formation. The method demonstrates good flaw detection in A-scan waveforms as well even when the SNR is pretty low and the level of grain noise is far above that of flaw echoes. The performance advantages are achieved with low extra computational cost of implementation of the matched filters.

**DATA MODEL**

If a single point reflector is simulated in a homogeneous and lossless media, the return signal is equal to the transmitted signal except for an unknown time delay and scaling. This simple yet powerful data model is utilised in a variety of literature on radar [11], communications [12, 13], and ultrasonic imaging [14]. However, in most practical NDE applications, the defects are not single or well isolated point reflectors, but are spatially extended and distributed with a spatial profile. A reasonable extension to the data model for a distributed defect is that the defect consists of a number of point-like reflectors, each with given scaling, characteristics and position. The return signal $x(t)$ is then given by a sum of $J$ delayed and scaled versions of the transmitted signal $s_\theta(t)$,

$$x(t) = \sum_{i=1}^{J} A_i s_\theta(t - t_i) + n(t),$$  

where $s_\theta(t)$ is the transmitted signal taking into account the excitation waveform and the frequency response of the transducer, $J$ is the number of point-like reflectors under consideration for this particular defect, $A_i$ and $t_i$ are the amplitude and time delay corresponding to a particular point reflector $i$ with certain reflection characteristics and position, and $n(t)$ is the additive noise which is assumed to be uncorrelated with the defect signals.

**PROBLEM FORMULATION AND OPTIMAL MATCHED FILTER DESIGN**

Assume $x(t)$ to be a return signal from a distributed defect received by a transducer. $x(t)$ is processed by a matched filter with a response $h(t)$ and the output is given by

$$y(t) = x(t) * h(t),$$  

where * stands for the convolution operation. $x(t)$ is composed of signal components which is determined by the defect profile and characteristics as well as the additive noise, as illustrated in (1). Based on the theory of matched filtering, if the filter response $h(t)$ is exactly matched to the defect echo, that is

$$h_{opt} = \sum_{i=1}^{J} A_i s_\theta(t - t_i).$$  

the SNR of the output $y(t)$ will be maximised. However, the defect echoes are unknown, and the number of point reflectors $J$, the delays $t_i$ and the amplitudes $A_i$ are all unknown. The goal of the optimal matched filter design is to tune the parameters of the filter $h(t)$ to approximate the unknown defect echoes and obtain an optimal matched filter, so that the output SNR is maximized for a set of given return signals.
In mathematics, the above-mentioned problem can be formulated by the following equations:

\[
\begin{align*}
\max_{A_i, t_i} \text{SNR}[y(t)] & \quad \text{subject to} \\
y(t) &= h(t) \ast x(t) \\
h(t) &= \sum_{i=1}^{K} A_i s_i(t - t_i) \\
x(t) &= \sum_{j=1}^{j} A_j s_j(t - t_j) + n(t)
\end{align*}
\]

(4)

where \( K \) is the number of point reflectors considered in the approximation, which is unknown \textit{a priori} and is a design parameter. The dependence of the cost function \( \text{SNR}[y(t)] \) on the control variables \( A_i \) and \( t_i \) is supposed to be non-linear, high-dimensional and complicated, and a numerical optimization paradigm such as the Particle Swarm Optimization is in a good position to tackle this problem. Due to the space constraints, PSO is not discussed in details in this paper, but the readers may refer to \cite{15, 16} and the references therein for more details about design of the PSO routine and selection of the parameters.

**EXPERIMENTAL VERIFICATION**

The performance of the optimal matched filters designed using the PSO paradigm for ultrasonic NDE imaging and defect detection is demonstrated and analysed in this section. The experimental apparatus consists of the test samples, the ultrasonic transducer array, the phased array control system, and a personal computer. A 128-element transducer array with 0.7 mm element pitch and 5MHz central frequency (Vermon, Tours, France) is utilised in contact with the test sample upper surface with gel coupling, as shown in Fig. 1(a). An OPEN ultrasonic phased array control system with 128 independent parallel channels and 16-bit resolution (LeCoeur, Chuelles, France) is connected with the transducer array for excitation and data acquisition, as shown in Fig. 1(b). A personal computer is then connected to the OPEN system to control the excitation sequence and record the return signals for post processing and imaging. A MATLAB (The MathWorks, Natick, MA) routine is developed to implement the Full Matrix Capture (FMC) data acquisition, where each transducer element is excited sequentially and the echoes received by all the array elements are recorded \cite{1}. A complete FMC data set is composed of \( N^2 \) A-scan waveforms, where \( N \) is the number of array elements. Test samples with different materials and characteristics are employed in the experiments.

The matched filter response is modelled using equation (3) with \( K \) reflectors and all the unknown parameters are captured in the particle location vector with a dimension of \( 2K \). The output SNR is maximised if the filter response is matched to the defect echo, and the parameters are tuned and optimised with the PSO search. The key parameters used in the PSO routine are summarised in Table 1, and the convergence is observed in all the experiments within the maximum number of iterations.

**Experiment I**

A test sample of a solid mild steel block with a thickness of 60mm is employed in this experiment. There are multiple 3 mm diameter cylindrical side-drilled holes at different lateral positions and depths. The FMC data set is recorded at a sampling rate of 40 MHz, and each A-scan waveform is pre-filtered with a band-pass filter to remove the DC drift and high frequency noise. The mild steel demonstrates homogeneous properties and is less scattering when 5 MHz ultrasound is applied. Fig. 2(a) shows the return signal at Element 68 which is located close to the centre of the array, where the echoes from reflectors like the side drilled holes and the back-wall are significant in comparison to the grain noise, and the SNR is measured to be 18 dB. Fig. 3(a) demonstrates the image obtained with the Total Focusing Method (TFM) \cite{1} using the band-pass filtered FMC data set in a dynamic range of 40 dB. The holes and the back-wall are easily identified and the clutter noise is not significant.
**TABLE 1.** PSO parameters.

<table>
<thead>
<tr>
<th>PSO Parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K$</td>
<td>15</td>
</tr>
<tr>
<td>Number of Particles</td>
<td>150</td>
</tr>
<tr>
<td>Number of Iterations</td>
<td>500</td>
</tr>
<tr>
<td>$c_1$</td>
<td>0.4</td>
</tr>
<tr>
<td>$c_2$</td>
<td>1.2</td>
</tr>
<tr>
<td>Inertia Weight</td>
<td>0.8</td>
</tr>
</tbody>
</table>

**FIGURE 1.** Experimental apparatus. (a) Transducer array and test sample, and (b) OPEN phased array control system.

**FIGURE 2.** A-scan waveforms at Element 68. (a) Original, and (b) Matched filtered.
Fig. 2(b) demonstrates the waveform at Element 68 processed with the optimised matched filter. Comparing to the original signal in Fig. 2(a), it seems that the target echoes are enhanced and the grain noise is reduced with matched filtering. The SNR is increased to 27 dB, and the matched filter observes 9 dB SNR gain for the A-scan signals. To form the image in Fig. 3(b), firstly, each A-scan waveform in the FMC data set is matched filtered, and

**FIGURE 3.** Images of mild steel block. (a) TFM with original FMC data set, (b) TFM with matched filtered FMC data set, and (c) Adaptive beamforming with matched filtered FMC data set.

**FIGURE 4.** Coherence factors of mild steel block. (a) Computed with original data set, and (b) Computed with matched filtered data set.
then the processed FMC data set is imaged with TFM. Comparing to the original TFM image in Fig. 3(a), it is evident that the clutter noise is further reduced, while all the legitimate reflectors are retained.

The Coherence Factors (CF) computed with the original FMC data set and the matched filtered data set are shown and compared in Fig. 4, with Fig. 4(a) the original data set and Fig. 4(b) the matched filtered data set. The Coherence Factor is described in the literature and defined as

$$CF = \frac{\left| \sum_{n=1}^{N} x_n \right|^2}{N \sum_{n=1}^{N} |x_n|^2},$$

where $x_n$ is the received signal of channel $n$ after proper receive focusing delays have been applied, and $N$ is the number of array channels. The numerator represents the energy of the coherent sum obtained in conventional delay-and-sum beamforming, and the denominator represents the total incoherent energy that is $N$ times the incoherent sum. The CF is a good index of focusing quality [17]. As can be seen from Fig. 4(a) and Fig. 4(b), the CFs corresponding to the side-drilled holes and the back-wall, especially to the two weaker reflectors located at a depth of 30 mm and a lateral position between -10 mm and 0, are greatly improved. It seems that the focusing quality by conventional delay-and-sum beamforming is improved when the matched filter is applied to each A-scan waveform individually in advance.

The matched filtering works in the temporal-spectral domain. A range of beamforming methods exploring the spatial diversity introduced by a transducer array were investigated in the literature, for example, the adaptive Capon beamformer [1], and thus there is a potential to combine these two categories of techniques as they work in different domains and may complement with each other. Fig. 3(c) shows the image obtained with the Capon beamformer using the matched filtered FMC data set. It is evident that the clutter noise is further reduced by exploiting both the temporal and spatial information.

**Experiment II**

A test sample made of INCONEL Alloy 617 with a thickness of around 150 mm is considered in this experiment. As described in the literature, Alloy 617 is a solid-solution, nickel-chromium-cobalt-molybdenum alloy with an exceptional combination of high-temperature strength and oxidation resistance, and it is readily formed and welded by conventional techniques [18]. Due to the attractive properties, Alloy 617 is widely used for components such as ducting, combustion cans, and transition liner in gas turbines as well as power-generating plants, both fossil-fuelled and nuclear.

The FMC data set is recorded at a sampling rate of 100 MHz, and each A-scan waveform is band-pass filtered to remove the DC drift and high frequency noise. The scenario is much more challenging than that in Experiment I, i.e. the grain size of Alloy 617 is much larger than mild steel, and the material is highly scattering to 5 MHz ultrasound, furthermore, the thickness is much larger, as a result, the grain noise is dominant and the SNR is pretty low.

Fig. 5(a) illustrates the image obtained with TFM using the band-pass filtered FMC data set in a dynamic range of 40 dB. The grain noise is quite significant and the back-wall reflection is weak. The image is very noisy and the back-wall is only partially visible at the depth of 147 mm. To form the image in Fig. 5(b), each A-scan waveform in the FMC data set is first processed with the optimised matched filter, and then the processed FMC data set is imaged with TFM. Comparing to the original TFM image in Fig. 5(a), it is evident that the grain noise is significantly reduced, and the back-wall reflection is enhanced in term of the strength as well as the visible lateral length.

To analyse the enhancement of focusing quality through optimal matched filtering, the coherence factors obtained with the original FMC data set and the matched filtered FMC data set are illustrated in Fig. 6(a) and Fig. 6(b), respectively. Fig. 6(a) demonstrates weak coherence testing everywhere even at the back-wall. As can be seen from Fig. 6(b), it is evident that the CFs corresponding to the back-wall are greatly enhanced, the maximum CF value is increased from 0.69 to 0.88, and much more points in the back-wall area show high CF values which make them distinct from the surrounding noise region. The CFs corresponding to the grain noise are somewhat reduced. It is clear that the quality of focusing with conventional delay-and-sum beamforming is significantly improved through matched filtering all A-scan waveforms, especially in this highly scattering material.
FIGURE 5. Images of INCONEL Alloy 617 sample. (a) TFM with original FMC data set, (b) TFM with matched filtered FMC data set, and (c) Adaptive beamforming with matched filtered FMC data set.

FIGURE 6. Coherence factors of INCONEL Alloy 617 sample. (a) Computed with original data set, and (b) Computed with matched filtered data set.

Fig. 5(c) demonstrates the image obtained with the adaptive beamformer using the matched filtered FMC data set. It is evident that the grain noise is further reduced while the back-wall reflection is greatly enhanced through...
exploitation of both the temporal and spatial filtering. It seems that the matched filter and the adaptive beamformer are able to complement with each other to reduce the clutter noise.

CONCLUSIONS AND FUTURE WORK

In this paper, we present a novel approach for ultrasonic NDE of coarse grain materials using the optimized matched filters, which are designed to approximate the defect echoes. A particle swarm optimization (PSO) paradigm is employed to search for the optimal parameters in the filter response with an objective to maximize the output SNR. Experiments on samples made of mild steel and INCONEL Alloy 617 are conducted and the results confirm the advantages of the method. The benefits are obtained from two aspects: 1) the gain in SNR in A-scan waveforms through reducing grain noise and enhancing the target signals; and 2) the improvement on the focusing quality of the array, and the advantages become more significant if the grain size is coarser. The method offers a great potential to inspection and imaging of highly scattering materials, and applications to various industrial samples of alloys, stainless steel and composites are being investigated.
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