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Abstract. We explore the response of the He ii 304 Å and He i 584 Å line intensities to electron beam heating in solar flares using radiative hydrodynamic simulations. Comparing different electron beams parameters, we found that the intensities of both He lines are very sensitive to the energy flux deposited in the chromosphere, or more specifically to the heating rate, with He ii 304 Å being more sensitive to the heating than He i 584 Å. Therefore, the He line ratio increases for larger heating rates in the chromosphere. A similar trend is found in observations, using SDO/EVE He irradiance ratios and estimates of the electron beam energy rate obtained from hard X-ray data. From the simulations, we also found that spectral index of the electrons can affect the He ratio but a similar effect was not found in the observations.

1. Introduction

The formation of He lines in the solar chromosphere and transition region has been subject of intense investigation. Three main mechanisms have been proposed for the formation of He ii lines: collisional excitation, photoionisation and radiative recombination (e.g. Jordan 1975; Avrett et al. 1976), and it has been discussed that ultimately all three may have an influence during flares, although each process may have a different levels of importance for the different He lines. The He ii 304 Å line is the most intense line in the solar spectrum shortward of 1000 Å, and thus it has a relatively important role on the energy balance through radiative cooling, especially during flares. While quiet Sun observations of He lines have been abundant (e.g. Mango et al. 1978; Glackin et al. 1978), flare observations are scarce, mainly limited by the transient nature of flares and small FOV of past spectrometers such as OSO-7 (e.g. Linsky et al. 1976) or Skylab (e.g. Porter et al. 1989; Laming & Feldman 1992). As such, most of our knowledge of the evolution of He in flares comes mostly from modelling efforts.

The most straightforward comparison between observations and models is the comparison of line intensity ratios, as they can provide insights into the effects of the competing excitation mechanisms. Typically, models are limited to one-dimensional grids to describe the height structure of the atmosphere so the flare area cannot be taken into account. On the other hand, recent systematic Sun-as-a-star observations by the Extreme ultraviolet Varibility Experiment (EVE, Woods et al. 2012), on board of the Solar Dynamics Observatory (SDO), provided the line irradiances in the range 50–1050 Å at moderate spectral resolution (1 Å) for a large number of flares. Under the reasonable assumption that the emitting areas of the different He lines are essentially the same at a given instant for a given flare, the irradiance ratios can be directly compared to in-
tensity ratios obtained from models. For specific events, SDO/AIA 304 Å images and SDO/EVE spectra can be combined to estimate the emitting area and recover the average line intensities. However, the complex three dimensional structure of real flaring atmospheres can not be reproduced by the current models.

In this paper, we present results of flare simulations of He emission and compare with flare observations from EVE. More specifically, we investigate the relative intensity of the lines He ii 304 Å and He i 584 Å for different electron beams to their response to the energy deposition in the chromosphere.

2. Modelling He lines in flares

We employed radiative hydrodynamic (RHD) simulations using the RADYN code (Carlsson & Stein 1995, 1997), modified for flare modelling with heating supplied by a beam of electrons and also accounting for X-ray and extreme ultraviolet (EUV) backwarming from the corona (Allred et al. 2005). The code solves the equation of hydrodynamics, radiative transfer and statistical equilibrium in a one-dimensional atmosphere, treated in non-LTE for transitions of H, Ca and He. Detailed information about the model can be found elsewhere (Abbett & Hawley 1999; Allred et al. 2005, 2015), and it has been used extensively recently (Cheng et al. 2010; Rubio da Costa et al. 2012; Kennedy et al. 2015; Kuridze et al. 2015; Kowalski et al. 2015).

In this work, we focus on the emission lines He ii 304 Å and He i 584 Å for two main reasons: 1) these are the two strongest He lines observed systematically by SDO/EVE, providing the means for an statistical investigation and 2) both lines are calculated in full detail by RADYN. Observationally, both lines are also free of strong blends of other lines, with the major contribution being from a weak Si xi line on the red wing of He ii 304 Å.

Starting from the same initial atmosphere, we simulated 4 scenarios changing only the spectral index $\delta$ of the electron beam: $\delta = 5, 6, 7, 8$. The beam was injected with a triangular time profile lasting 60 seconds, with a maximum energy flux of $F = 10^{10}$ erg s$^{-1}$ cm$^{-2}$ at 30 seconds. The low energy cutoff was set at $E_c = 20$ keV. Hereafter we refer to these models as F10. For the same atmosphere, the low energy cutoff affects the height at which most of the electrons stop collisionally, while the spectral index affects how the energy deposition is spread out in the chromosphere: with a harder $\delta$ (i.e. smaller values) the electrons can penetrate deeper into the denser layers, while with a softer $\delta$ (i.e. larger values) most of the electrons will deposit their energy at a much thinner layer. The immediate consequence is that the maximum heating rate $Q$ in the latter case will be higher than the former – for the same low energy cutoff $E_c$ and energy flux $F$ (see Figure 5 in Allred et al. 2015). A typical RADYN run is very demanding computationally, so in order to explore the cases with different values for the energy flux $F$, we took advantage of two other runs made available elsewhere$^1$: $10^9$ erg s$^{-1}$ cm$^{-2}$ and $10^{11}$ erg s$^{-1}$ cm$^{-2}$, models F9 and F11 hereafter. For these latter cases, a beam with $E_c = 25$ keV and $\delta = 4.5$ and a constant energy flux $F$ was injected for a given time (20 seconds for F11 and 200 seconds for F9).

---

$^1$Kowalski, A. F. and Allred, J. C., IRIS-4 Workshop, Boulder, CO, USA, 2015
For each simulation, the He ii and He i line profiles were integrated over wavelength at each second of solar time providing the time evolution of the line intensity, and these are shown in Figure 1, along with the ratios \( R = \lambda_{304}/\lambda_{584} \), for F10.

From Figure 1 we see that the maximum of He ii intensity varies by a factor of \( \approx 8 \) for different \( \delta \), while the He i intensity does not change much in these models (less than 7% at peak intensities). The ratio \( R \) obtained from the F10 models varies from \( \approx 3 \) (for \( \delta = 5 \)) to \( \approx 20 \) (for \( \delta = 8 \)) at the peak of the emission. For the four F10 models, the maximum heating rate is on the order of \( Q \approx 200 \text{ erg s}^{-1} \text{ cm}^{-3} \) during most of the duration of the simulated flares. These results indicate that the spectral index \( \delta \) has a direct consequence for the intensity of the He ii line.

The heating rate \( Q \) is also controlled by the total amount of energy input into the model (i.e. energy flux). We verified the effect of the energy flux using models F9 and F11. For these models, despite the energy flux input being constant the line intensities do present time variations due to the dynamic response of the chromosphere to the beam heating. These changes in the atmosphere, specially changes in the column depth, also affect how it continues to be collisionally heated. The average heating rate in F9 is within the range \( Q = 10 \sim 30 \text{ erg s}^{-1} \text{ cm}^{-3} \), with the ratio \( R \) between 1.4 \sim 2.1 \) while the average heating rate in F11 is within the range \( Q = 5 \sim 20 \times 10^3 \text{ erg s}^{-1} \text{ cm}^{-3} \), with the ratio \( R \) between 6 \sim 20. Although \( R \) varies during a particular simulation, the maximum values of \( R \) are well associated with heating rates \( Q \). Thus, the combined results from the models F9, F10, and F11 confirm the relationship of the heating rate and the ratio \( R = \lambda_{304}/\lambda_{584} \): stronger heating leads to larger \( R \) ratios.

3. SDO/EVE observations

We now proceed to compare the above results from simulations with He ii and He i flare data obtained by SDO/EVE\(^2\). Although the heating rate cannot be obtained directly from observations, the electron beam parameters, namely the electron energy rate \( E_{\text{rate}} \), \( E_c \), and \( \delta \), can be estimated from hard X-ray (HXR) data under the assumption of the cold collisional thick-target model, using standard Solar Software (SSW) routines

\(^2\)EVL data, version 5.
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(see e.g. Simões et al. 2015; Kuridze et al. 2015, and references therein). We selected four events observed by EVE with a good signal-to-noise ratio for both He ii and He i irradiances and HXR data available from either RHESSI (Lin et al. 2002) or Fermi Gamma-ray Burst Monitor (GBM, Meegan et al. 2009). In order to obtain the electron energy flux (erg s\(^{-1}\) cm\(^{-2}\)) it is necessary to estimate the area of the HXR sources, which is not available for the flares observed by Fermi. We assume that the HXR footpoint areas of each flare have similar sizes, and hence we use the \(E_{\text{rate}}\) as an estimate of the energy content being deposited in the chromosphere. The He ii 304 Å, He i 584 Å flare excess irradiances, their ratio \(R\), spectral index \(\delta\) and the energy rate contained by the electrons are shown in Figure 2 for the events X2.2 SOL2011-02-15, M9.3 SOL2011-07-30 and M9.9 SOL2014-01-01.

From Figure 2, although it is not possible to make a direct association between the evolution of ratios \(R\) and the beam parameters \(\delta\) or \(E_{\text{rate}}\), by comparing the data from the different flares it is clear that the ratio \(R\) is larger for higher \(E_{\text{rate}}\) values (our observational proxy for the heating rate), as predicted by our modelling results. Also, the observed ratios \(R\) are comparable to the values obtained in the simulations. We now add a few comments regarding each flare. SOL2011-02-15: this event has the highest ratio \(R\) observed in our sample, beginning with a value around 8 at the onset of the flare and then reaching a plateau around 12 throughout the impulsive phase. It also has the highest \(E_{\text{rate}}\) reaching \(\approx 20 \times 10^{28}\) erg s\(^{-1}\). SOL2011-07-30: \(E_{\text{rate}}\) rises steeply to values \(\approx 10 \times 10^{28}\) erg s\(^{-1}\), with a similar fast change in the ratio \(R\) from 6.5 \(\sim\) 7.0 to 7.5 \(\sim\) 8, remaining at this level for the duration of the impulsive phase. SOL2011-08-04: \(R\) changes from \(\approx 5\) at the beginning, when \(E_{\text{rate}}\) is low (\(E_{\text{rate}} < 0.1 \times 10^{28}\) erg s\(^{-1}\)), to \(R \approx 6.5\) when \(E_{\text{rate}} \approx 10^{28}\) erg s\(^{-1}\). SOL2014-01-01: after a noisy onset, the ratio goes from \(R \approx 5\) (around 18:45 UT) when \(E_{\text{rate}}\) is just below \(\approx 10^{28}\) erg s\(^{-1}\); \(E_{\text{rate}}\) then rises to about \(3 \times 10^{28}\) erg s\(^{-1}\), with \(R\) reaching values around 6, and maintaining these values for the rest of the impulsive phase.

We note that the spectral indices \(\delta\) vary during these flares, but no variation in \(R\) is noticeable at the same timescales. In fact, we did not expect to detect a direct correlation between the beam parameters and the observed \(R\) because our results from the simulations show that \(R\) is more strongly affected by the energy flux \(F\) than by the spectral index \(\delta\). In addition, both EVE and HXR observations are spatially integrated, averaging the emission from the different spatial structures present in a flare. If we take into account that different parts of the flare ribbons have their own time evolution with both heating and cooling phases, as noted by Graham & Cauzzi (2015), the spatially integrated emission observed by EVE and RHESSI or Fermi/GBM will be also a time average of such heating and cooling episodes, potentially smoothing out the variations in \(R\) caused by changes in \(\delta\).

4. Conclusions

We present our results of radiative hydrodynamics simulations of solar flares that indicate an association between the He ii 304 Å line intensity with the heating rate in the chromosphere, and that the intensity of He i 584 Å is less sensitive to this heating. Under the typical assumption that the flaring chromosphere is collisionally heated by a beam of accelerated electrons, the heating rate \(Q\) is controlled by the beam parameters (energy flux \(F\), low energy cutoff \(E_c\) and spectral index \(\delta\)). Using RADYN simulations for different electron beam parameters we show that for larger values of \(F\) the maxi-
Figure 2. He $\text{II}$ 304 Å and He $\text{I}$ 584 Å irradiances obtained by SDO/EVE, ratio $\lambda_{304}/\lambda_{584}$, spectral index of electrons and total electron energy inferred from HXR observations, for four flare events: Top-left: SOL2011-02-15, Top-right: SOL2011-07-30, Bottom-left: SOL2011-08-04, and Bottom-right: SOL2014-01-01.

From observations of four flares, using SDO/EVE He irradiance ratios and estimates of the electron beam energy rate obtained from hard X-ray data by RHESSI and Fermi/GBM, we found a similar trend in the maximum values of the intensity ratio $R$ of He $\text{II}$ to He $\text{I}$ are larger.
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