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Abstract

This paper presents a real-time signal control system that optimizes signal settings based on minimization of person delay on arterials. The system’s underlying mixed integer linear program minimizes person delay by explicitly accounting for the passenger occupancy of autos and transit vehicles. This way it can provide signal priority to transit vehicles in an efficient way even when they travel in conflicting directions. Furthermore, it recognizes the importance of schedule adherence for reliable transit operations and accounts for it by assigning an additional weighting factor on transit delays. This introduces another criterion for resolving the issue of assigning priority to conflicting transit routes. At the same time, the system maintains auto vehicle progression by introducing the appropriate delays associated with interruptions of platoons. In addition to the fact that it utilizes readily available technologies to obtain the input for the optimization, the system’s feasibility in real-world settings is enhanced by its low computation time. The proposed signal control system is tested on a four-intersection segment of San Pablo Avenue arterial located in Berkeley, California. The findings show the system’s capability to outperform pretimed (i.e., fixed-time) optimal signal settings by reducing total person delay. They have also demonstrated its success in reducing bus person delay by efficiently providing priority to transit vehicles even when they are traveling in conflicting directions.
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1. Introduction

With the continuous growth of population and car ownership and the limited funds available, there is an imperative need to design and manage multimodal transportation systems more efficiently while improving the use of existing infrastructure. With traffic signal control systems already widely deployed in urban street networks, one of the most cost-effective ways to improve efficiency and sustainability of urban transportation systems is to develop signal control strategies that enhance person mobility. This can be achieved with the development of signal control strategies that in addition to resolving conflicts between vehicles, give preferential treatment to high occupancy transit vehicles while accounting for the overall traffic conditions in the network.

Several advanced real-time signal control systems have incorporated transit signal priority strategies in their algorithms in order to manage multimodal systems more efficiently. However, very few systems are optimizing signal settings by explicitly minimizing person delay in a network. On the contrary, they usually minimize vehicle delays (Cornwell et al., 1986; Hunt et al., 1982; Bretherton et al., 2002) and provide priority based on rules that are not directly included in the optimization process (Conrad et al., 1998; Diakaki et al., 2003) or pre-select a subset of transit vehicles to apply their priority strategies (Mauro and Di Taranto, 1989; Henry and Farges, 1994). Some systems have optimized signal settings by minimizing some weighted combination of passenger delay, car delay, bus delay, and bus schedule delay (Chang et al., 1996; Vasudevan, 2005; Li et al., 2008; Stevanovic et al., 2008; Ma et al., 2013a) and others by reducing bus travel time or passenger waiting time at the downstream bus stop while minimizing the impact these priority strategies have on the rest of the traffic (Ma et al., 2013b; Lin et al., 2013; Zeng et al., 2014).

Recently, several real-time signal control systems that take advantage of data from Connected Vehicles (CV) (i.e., vehicle-to-vehicle and vehicle-to-infrastructure communications) have been developed. These systems have attempted to optimize signal timings for signalized arterials based on weighted functions of delays for all users, accounting for priority requests of buses and/or pedestrians and maintaining coordination of traffic signals. However, they either require high penetration of probe vehicles (for different modes) to be successful and in some cases have high computation times that constrain their applicability in real-world settings (He et al., 2012) or assume a background offline optimized plan (He et al., 2014).

A person-based traffic-responsive signal control system for isolated intersections was recently
proposed in Christofa and Skabardonis (2011) and Christofa et al. (2013). This system minimizes person delay by explicitly accounting for the passenger occupancy of autos and transit vehicles. This results in provision of signal priority to transit vehicles and introduces an efficient way for resolving the issue of priority assignment when transit vehicles travel in conflicting directions. The system uses real-time information that can be obtained from currently deployable surveillance and communication technologies (i.e., vehicle detectors, Automated Vehicle Location (AVL) and Automated Passenger Counter (APC) systems). A few other systems that minimize person delay at signalized intersections and arterials have been proposed since. Sun et al. (2015) developed a real-time signal control system similar to the one (Christofa et al., 2013) developed that minimizes total person delay at isolated intersections under the assumption of CV data availability. Availability of CV data allowed them to estimate vehicle delays individually avoiding second order terms in their mathematical program. However, this system was restricted to isolated intersections, and did not account for transit schedule adherence in the objective function. Another real-time signal control system that minimizes person delay for all users at consecutive signalized intersections with the use of CV data was also recently proposed (Hu et al., 2015). The system was tested only for a two-intersection arterial segment and under the assumption of a maximum of one bus priority provision per cycle. Under its current form, the system cannot be used for cases with multiple conflicting bus lines and multiple priority requests, while the current computation time could prohibit its implementation in real-world signalized arterials with multiple intersections.

Overall, most existing systems ignore the case of multiple priority requests (i.e., multiple transit lines) basing their decisions on pre-selected priority for the buses or treating them on a first come first served basis. Therefore, they lack an efficient way of assigning priority to transit vehicles especially when they are traveling on conflicting routes. Furthermore, they often ignore the importance of transit schedule adherence in providing priority, which in some cases can cause further disruptions to the transit system. Finally, recent studies that have addressed some of those issues can either not be implemented in real-world settings given their existing data requirements and high computation times or are restricted to optimize signal settings at isolated intersections.

This paper presents an extension of the traffic responsive signal control system previously published by Christofa and Skabardonis (2011) and Christofa et al. (2013). The system is extended to arterials that are characterized by multiple transit lines traveling in conflicting directions and platooned vehicle arrivals. In addition to accounting for auto vehicle progression, by assigning
the appropriate delays for interrupting the platoons, the system recognizes the importance of schedule adherence for reliable transit operations. Therefore, it introduces an additional weighting factor that reflects how early or late a transit vehicle is when arriving at an intersection and assigns priority accordingly facilitating priority assignment decisions when transit vehicles travel in conflicting directions. Another advantage of the system is its low computation time due to its mathematical formulation and pairwise signal optimization as well as the use of readily available data both of which are promising for real-time applications.

The proposed signal control system is tested on a four-intersection segment of San Pablo Avenue arterial located in Berkeley, California, and the results are compared against the performance of optimal fixed-time signal settings obtained from TRANSYT-7F (Hale, 2009). TRANSYT-7F is a state-of-the-art offline traffic signal optimization software that is extensively used in the U.S. and Europe. It is flexible in that it allows the user to choose the objective function from a variety of available functions. In addition, the user can choose from two optimization techniques (hill-climb and genetic algorithm), and the software is able to optimize all signal settings (i.e., cycle length, phasing sequence, splits, and offsets). Finally, it can handle both pretimed and actuated control.

The rest of the paper is organized as follows: Section 2 is dedicated to the proposed person-based optimization approach and the underlying mathematical model. In Section 3, a case study for a four-intersection arterial in Berkeley, California illustrates the performance and effectiveness of the proposed person-based approach under deterministic and stochastic arrivals. Finally, Section 4 discusses the findings of this work and outlines areas for future research.

### 2. Mathematical Model

The optimization of signal settings for an arterial is based on a pairwise optimization strategy introduced by Newell (1964, 1967). According to this strategy signal timings are optimized for a pair of consecutive intersections. Therefore, the mathematical program is formulated to minimize the total person delay at two consecutive intersections, \( r \) and \( r + 1 \), for all vehicles that are present during a design cycle \( T \). The optimization process starts by determining the critical intersection of the subject arterial, which could be defined as the one with the highest intersection flow ratio, (i.e., demand flow to saturation flow ratio for the critical lane groups of an intersection), highest flow ratio in the direction of interest or highest transit traffic. Starting with the critical intersection, some level of vehicle progression through signal coordination is maintained for the
the heaviest direction of traffic on the arterial. This means that the phase that serves the heaviest direction is designated as the coordinated one on all intersections. This progression is achieved by incorporating the appropriate delays for stopping the head or the tail of the platoon of all links leading to the two intersections of interest in the objective function. While this does not guarantee a green wave (i.e., that no vehicle traveling from one intersection to another will have to stop), it allows for some level of progression. Adjusting the weighting factors for those delays caused by stopping the head or tail of the platoon can be used to achieve various levels of auto vehicle progression.

Once the signal settings for the first two intersections, \( r \) and \( r + 1 \), are optimized, the next pair, \( r + 1 \) and \( r + 2 \), will be optimized. For this optimization, the beginning of green for the coordinated phase (i.e., phase that serves the heaviest direction) at \( r + 1 \) will be constrained by the optimization outcome of \( r \) and \( r + 1 \). This constraint ensures that the beginning of the green for that phase will be held constant when optimizing the second pair of intersections. Assuming that the yellow times (and all-red times, if any) are constant, this can be expressed as:

\[
\sum_{i=1}^{c^{r+1}} g_{i,T}^{r+1}(p+1) = \sum_{i=1}^{c^{r+1}} g_{i,T}^{r+1}(p) \tag{1}
\]

where \( c^{r+1} \) is the phase that serves the heaviest direction at intersection \( r + 1 \), \( g_{i,T}^{r+1}(p+1) \) is the optimal green times for phase \( i \) during cycle \( T \) at intersection \( r + 1 \) obtained from the optimization of the pair of intersections \( p \), and \( g_{i,T}^{r+1}(p+1) \) is the corresponding green time for phase \( i \) obtained from the optimization of the second pair of intersections \( p + 1 \) in which intersection \( r + 1 \) belongs. The yellow time intervals preceding the coordinated phase are excluded from this equation under the assumption that they remain constant. The same pairwise optimization is repeated in the direction of interest until all intersections in the subject arterial are optimized. An illustrative example is shown in Figure 1.

In case it is not clear which direction has the heaviest traffic, the same process can be repeated in the opposing traffic direction, and the signal settings that give the lowest total person delay can be chosen. This is particularly easy to do in practice because the mathematical program can be solved very quickly (as explained at the end of Section 2.2.3). As a result, both optimizations can be performed fast enough for real-world implementations.

The mathematical program that minimizes total person delay at two consecutive intersections is formulated under the assumption of perfect information on traffic and transit arrival, passenger
occupancies, and lane capacities, which can vary from cycle to cycle. It is also based on the assumption of fixed phase sequence. While these assumptions may seem restrictive, relaxing them does not affect the formulation of the mathematical program since it allows for the use of different values for lane capacities, traffic demands, and vehicle passenger occupancies from cycle to cycle. In fact, the stochastic arrival tests presented in Section 4.2 have been performed with the use of traffic demands that exhibit stochastic variations as we would expect in more realistic situations, so
the proposed system is demonstrated without the restriction that demand must be deterministic and constant. Furthermore, vehicles arrive at each intersection in platoons when traveling on the arterial and on the cross-street links, since the subject arterial is considered to be part of a larger arterial signalized network of arterials. In case there are reasons to assume that the cross streets experience uniform arrivals, the delay equations for those cross-street links can be updated based on the delay equations presented in Christofa et al. (2013) for isolated intersections. It is also assumed that there is negligible platoon dispersion. The cycle length is kept constant for the analysis period and it is common for all intersections along the arterial to maintain signal coordination, although may be updated in real-time by another parallel algorithm, e.g., Diakaki et al. (2003). Finally, the model is formulated assuming that transit vehicles travel on mixed-use traffic lanes along with autos. However, the formulation of the mathematical model holds even when dedicated lanes for transit vehicles exist.

To generalize the optimization process above, consider a signalized arterial, $x$, consisting of intersections $r \in R$, where $R$ is the set of specified arterial intersections. The intersections $r$ that belong to a specific arterial $x$ form an ordered list $\Lambda_x = \{1, 2, \ldots, r - 1, r, r + 1, \ldots\}$. According to this, for each intersection $r \in R$ that belongs to an arterial $x$, an element $r$ exists in the list as well as the elements $r - 1, r + 1 \in \Lambda_x$ that represent the intersections of the arterial $x$ that are located upstream and downstream of intersection $r$, respectively, if any. The generalized formulation of the mathematical program that minimizes person delay for consecutive pairs of intersections $(r, r + 1) \in \Lambda_x$ and for a cycle $T$ is as follows:

$$
\min \ L(r, r + 1) = \sum_{(r, r+1) \in \Lambda_x} \left[ \sum_{a=1}^{A_T} o_a d^r_{a,T} + \sum_{b=1}^{B_T} d^r_{b,T}(1 + \delta^r_{b,T})d^r_{b,T} \right] \tag{2}
$$

s.t.  
$$
d^r_{a,T} = d^r_a (g^r_{i,T}) \tag{3}
$$
$$
d^r_{b,T} = d^r_b (g^r_{i,T}) \tag{4}
$$
$$
g^r_{i,T} \geq g^r_{i,min} \tag{5}
$$
$$
\sum_{i=1}^{I} g^r_{i,T} + L^r = C \tag{6}
$$

where:
Definitions of variables:

- $r$: intersection index
- $a$: auto vehicle index
- $b$: transit vehicle index
- $A_r^T$: total number of autos present at intersection $r$ during cycle $T$
- $B_r^T$: total number of transit vehicles present at intersection $r$ during cycle $T$
- $o_a$: passenger occupancy of auto $a$ \( [\text{pax/veh}] \)
- $o_{b,T}^r$: passenger occupancy of transit vehicle $b$ for cycle $T$ at intersection $r$ \( [\text{pax/veh}] \)
- $d_{a,T}^r$: delay for auto $a$ for cycle $T$ at intersection $r$ [sec]
- $d_{b,T}^r$: delay for transit vehicle $b$ for cycle $T$ at intersection $r$ [sec]
- $\delta_{b,T}^r$: factor determining the weight for schedule delay of transit vehicle $b$ for cycle $T$ at intersection $r$
- $d_a^r \left(g_i^r\right)$: function relating the delay for auto $a$ to green times
- $d_b^r \left(g_i^r\right)$: function relating the delay for transit vehicle $b$ to green times
- $g_i^r$: green time allocated to phase $i$ in cycle $T$ at intersection $r$ [sec]
- $g_{i,\min}^r$: minimum green time for phase $i$ at intersection $r$ [sec]
- $I^r$: total number of phases in a cycle for intersection $r$
- $L^r$: total lost time at intersection $r$ [sec]
- $C$: cycle length [sec].

The mathematical program is run once for every cycle $T$ for each pair of intersections and the objective function (2) consists of the sum of the delay for all auto and transit passengers that are present at the intersection during that cycle $T$. Delays for autos, $d_{a,T}^r$, and transit vehicles, $d_{b,T}^r$, depend on the green times, $g_i^r$, which are the decision variables of the mathematical program. In fact, $d_{a,T}^r$ and $d_{b,T}^r$ also depend on the green times of the previous and next cycles, the yellow times, and the traffic demand. These are either pre-specified by the user, based on historical data, or collected with the use of surveillance technologies. To simplify the notation, the delays for each platoon, lane group, and transit vehicle are included in the objective function as a variable and this variable is constrained to equal a function as shown in (3) and (4). The optimal green times also determine the beginning time of the coordinated phase, which specifies the offset between two consecutive intersections. As a result, offsets are effectively optimized within the mathematical program in those cases that the coordinated phase is not the first one in the cycle. Otherwise, offsets cannot be changed through the optimization of the green times, because the beginning of
the cycle for each of the intersections is fixed and the cycle length remains constant. In those cases, in order to maintain progression in a selected direction, the offset between successive intersections, which in this case corresponds to the elapsed time between the beginning of a cycle at the two consecutive intersections, is set equal to the average free flow travel time or is equal to the optimal offset obtained by a different optimization algorithm (e.g., TRANSYT-7F).

The delays of both autos and transit vehicles are weighted by their respective passenger occupancies in the objective function (2). Transit vehicle passenger occupancies can be obtained through currently deployable technologies such as APC systems. Auto passenger occupancies will also be available in the near future with the introduction of CVs. Such technologies can provide real-time information on passenger occupancies that can lead to a dynamic change of weights for the different delay components. Note that the mathematical program formulation is generic in that it can accommodate such dynamic passenger occupancies without any need for further modifications since passenger occupancies are inputs to the mathematical model and can be updated at every cycle. In addition, the delays for transit vehicles are weighted by a factor \(1 + \delta_{b,T}^r\) to account for the schedule delay that a transit vehicle \(b\) has when arriving at intersection \(r\) during cycle \(T\). This factor, \(\delta_{b,T}^r\), which is user-specified, can be a linear function of the schedule delay of the transit vehicle or a binary variable indicating whether a transit vehicle is ahead or behind schedule based on a predetermined threshold. In either case, the delay for a transit vehicle that is behind schedule is weighted more than a transit vehicle that is arriving early or on time at the intersection.

Three constraints are introduced for the decision variables in the mathematical program. The green times of each phase \(i\) and intersection \(r\) are constrained by their minimum green times in (5). Minimum green times, \(g_{i,\text{min}}^r\), are necessary to ensure safe vehicle and pedestrian crossings and guarantee that no phase is skipped. The phase green times are also constrained such that the sum of the green times for all phases at each intersection plus the total lost time adds up to the cycle length (see constraint (6)). The total lost time is assumed to be the summation of the yellow times plus the all-red clearance intervals, if any per phase. The cycle length is kept constant for every cycle in the analysis period and is common among intersections in the network under consideration. Keeping the cycle length constant is not essential for the formulation. In fact, variable cycle lengths could result in lower person delays at the intersection. However, the constraint of constant and common cycle lengths simplifies the formulation of the mathematical
program and facilitates progression of auto traffic at the arterial level. In cases that the cycle length is selected by time of day, it still remains common among all intersections in the network at any time.

The mathematical program expressed with (2)–(6) is initially solved for the first pair of intersections that belongs to a specific ordered list \( \Lambda_x \) for an arterial \( x \). After the first pair is optimized the additional constraint in (1) is added for each subsequent pair of intersections in \( \Lambda_x \) to ensure that the optimal decision from the optimization of the previous pair is accounted for in the optimization of the next one. The delay estimation for both autos and transit vehicles are explained in detail in the next sections.

2.1. Auto Delay

For each pair of intersections \((r, r + 1) \in \Lambda_x\), the auto delays that contribute to the objective function of the optimization consist of three terms: 1) the delay experienced by vehicles that travel in platoons on incoming links during cycle \( T \), 2) the delay experienced by vehicles that travel on shared links during cycle \( T \), and 3) the delay experienced by vehicles that did not get served during the previous cycle, which constitute the residual queues at the approaches of the two intersections during cycle \( T \). This means that during cycle \( T \) a platoon could be experiencing delay while traveling on the incoming link (approaching the first intersection of the arterial it arrives at) and a portion of that platoon that continues in the subject network could be experiencing delay while traveling on the shared link (approaching the second intersection of the arterial it arrives at)\(^1\). These two delay components ensure that the effect of disrupting progression is accounted for in both directions. While this does not guarantee a green wave (i.e., that no vehicle traveling from one intersection to another will have to stop), since the objective of the mathematical program is to minimize person delay, it allows for some level of progression. Also, note that by including these three components of delay the proposed signal control system can be used to optimize signal timings for any type of traffic conditions (including undersaturated and transient oversaturated conditions) as long as they do not lead to queue spillbacks.

Since the optimization is conducted using a pairwise approach, the delays are calculated for each pair of intersections \((r, r + 1) \in \Lambda_x\) in order to optimize the signal settings for that pair. Note

\(^1\)For a visual explanation of the shared and incoming link for a pair of intersections you can refer to Figures 1(b) and 1(c)
that there is a symmetry in the formulas for the delays of vehicles traveling in the direction of progression and those traveling in the opposing direction. Suppose that \( r \) is the first intersection of the pair being optimized, and the optimization sequence is \( r \) and then \( r + 1 \), which is the second intersection of the pair. For any platoon, the first intersection at which it arrives is denoted by \( u \), and the second intersection at which a portion of it arrives is denoted by \( v \). This means that for a platoon traveling in the direction of progression \( u = r \) and \( v = r + 1 \), while for a platoon traveling in the opposing direction \( u = r + 1 \) and \( v = r \). The same holds for transit vehicles. This notation is used for the remainder of the paper for both auto and transit delays.

The auto delays are estimated based on the assumption that vehicles arrive and are served at both intersections at capacity since they travel in platoons with no dispersion. Consequently, assuming that kinematic wave theory (Lighthill and Whitham, 1955; Richards, 1956) holds, all vehicle trajectories are parallel at all times, as shown in Figure 2. This means that the last vehicle in a platoon that is stopped will experience the same delay as the first vehicle in the same platoon that gets stopped. So, the collective delay for all vehicles can be easily estimated knowing only the arrival time of the first vehicle in a platoon at the back of its lane group’s queue at intersection \( r \), \( t_{j,T}^r \), the size of that platoon, \( P_{j,T}^r \), and the traffic conditions at the approach as expressed by the size of the residual queue of lane group \( j \) at the end of the previous cycle \( T - 1 \), \( N_{j,T-1}^r \).

The estimation of the auto delay components of the objective function is presented next. Note that for simplicity and reduced computation time, all equations are formulated assuming that there is only one platoon per cycle per lane group. However, the algorithm can be easily extended to include multiple platoons in a cycle for the same lane group as long as the arrival times and sizes of those platoons are known. This arrival information could be available from Connected Vehicle data.

To further facilitate the notation of the mathematical program, the cycle time for each lane group can be split into three components, which are functions of the green times for each phase. The first is the component of the red time from the start of the cycle to the beginning of the green for the subject lane group, \( R_j^{(1)r}(g_i,T) \), the second is the duration of the effective green time itself, \( G_j^{e,r}(g_i,T) \), and the third is the component of the red time from the end of the green until the end of the cycle, \( R_j^{(2)r}(g_i,T) \). These values are illustrated in Figure 2 and are calculated as follows:
Figure 2: Auto delay estimation for platoon arrivals.
(1)

\[ R_j^{(1)r}(g_{i,T}) = \sum_{i=1}^{k'_j-1} g_{i,T}^r + \sum_{i=1}^{l_j'-1} y_i^r \]  

(7)

\[ G_j^{e,r}(g_{i,T}) = \sum_{i=k_j'}^{l_j'} g_{i,T}^r + \sum_{i=k_j'}^{l_j'} y_i^r \]  

(8)

\[ R_j^{(2)r}(g_{i,T}) = \sum_{i=l_j'+1}^{l_{j'}'} g_{i,T}^r + \sum_{i=l_j'}^{l_{j'}'} y_i^r \]  

(9)

where \( y_i^r \) is the yellow (and all-red, if any) time interval after phase \( i \) at intersection \( r \), \( g_{i,T}^r \) is the green time for phase \( i \) in cycle \( T \) at intersection \( r \), \( k_j^r \) is the first phase in a cycle that can serve lane group \( j \) at intersection \( r \), and \( l_j' \) is the last phase in a cycle that can serve lane group \( j \) at intersection \( r \). Note that in order to simplify the illustration in Figure 2 the yellow time intervals have not been marked on the time axes, but are considered to be included at the end of each phase.

2.1.1. Auto Delay for Vehicles in Platoons on Incoming Links

The auto delay for vehicles in platoons that travel on incoming links to an intersection \( u \) consists of two components: 1) the delay caused by stopping the head of the platoon, \( D^{(H)}_{j,T} \), which includes any delay incurred before the vehicles start being served and 2) the delay caused by stopping the tail of the platoon, \( D^{(T)}_{j,T} \), which corresponds to the delay experienced by vehicles after the platoon starts being served or after the end of the green phase that serves it (whichever comes first) and until the beginning of the green phase that serves it in the next cycle. Based on the arrival time of a platoon at the back of its lane group’s queue, \( t_{j,T}^u \), the size of the platoon, \( P_{j,T}^u \), and the traffic conditions at the intersection, the delay for autos in that platoon can be estimated as in one of the following six cases:

- **Case P1: Arrival before residual queue served, entire platoon served in green**

  A platoon of size \( P_{j,T}^u \) that belongs to lane group \( j \) of intersection \( u \) arrives at the back of its lane group’s queue during cycle \( T \) at time \( t_{j,T}^u \) before the time that the corresponding residual queue of \( j \) from the previous cycle \( T-1 \), \( N_{j,T-1}^u \), would have finished being served if there was enough green time available. There is enough available green time to serve the residual queue, and spare green time to serve all \( P_{j,T}^u \) vehicles in the platoon. These conditions are
summarized as:

\[ t_{j,T}^u \leq t_T^u + R_{j}^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_j^u} \]  \hspace{1cm} (10)

\[ N_{j,T-1}^u \leq G_j^{u,u}(g_{i,T}^u) s_j^u \]  \hspace{1cm} (11)

\[ P_{j,T}^u \leq G_j^{u,u}(g_{i,T}^u) s_j^u - N_{j,T-1}^u \]  \hspace{1cm} (12)

where \( s_j^u \) is the saturation flow for lane group \( j \) at intersection \( u \) and \( t_T^u \) is the beginning of cycle \( T \) for intersection \( u \), which is determined as:

\[ t_T^u = t_T + O_T^u. \]  \hspace{1cm} (13)

\( t_T = (T - 1)C \) is the beginning of cycle \( T \) at the critical intersection which is the first one to be optimized and \( O_T^u \) is the difference between the starting time of cycle \( T \) at intersection \( u \) and the critical intersection.

All vehicles in the platoon experience delay caused by stopping the head of the platoon, \( D_{j,T}^{(H)u} \):

\[ D_{j,T}^{(H)u} = P_{j,T}^u \left( t_T^u + R_{j}^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_j^u} - t_{j,T}^u \right) \]  \hspace{1cm} (14)

but no delay caused by stopping the tail of the platoon, \( D_{j,T}^{(T)u} \).

The number of vehicles remaining in the residual queue at the end of cycle \( T \), \( N_{j,T}^u \), is:

\[ N_{j,T}^u = 0. \]  \hspace{1cm} (15)

The residual queue at the end of the previous cycle \( T - 1 \) can be estimated based on the associated platoon case for the previous cycle and the subject lane group. Residual queue estimates can also be obtained with the use of detectors upstream of the stop line.

- Case P2: Arrival before residual queue served, insufficient green to serve entire platoon

A platoon of size \( P_{j,T}^u \) arrives at the back of its lane group’s queue at time \( t_{j,T}^u \) before the time that the corresponding residual queue, \( N_{j,T-1}^u \), would have finished being served. There is enough available green time to serve the residual queue, but there is not enough spare
green time to serve all $P_{j,T}^u$ vehicles. These conditions are summarized as:

$$t_{j,T}^u \leq t_T^u + R_{j}^{(1)u}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_j^u}$$ (16)

$$N_{j,T-1}^u \leq G_{j}^{e,u}(g_{i,T}^u)s_j^u$$ (17)

$$P_{j,T}^u \geq G_{j}^{e,u}(g_{i,T}^u)s_j^u - N_{j,T-1}^u.$$ (18)

All vehicles in the platoon, $P_{j,T}^u$, experience delay caused by stopping the head of the platoon, $D_{j,T}^{(H)u}$, and a portion of the vehicles equal to $P_{j,T}^u - G_{j}^{e,u}(g_{i,T}^u)s_j^u + N_{j,T-1}^u$ experience delay caused by stopping the tail of the platoon, $D_{j,T}^{(T)u}$:

$$D_{j,T}^{(H)u} = P_{j,T}^u \left( t_T^u + R_{j}^{(1)u}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_j^u} - t_{j,T}^u \right)$$ (19)

$$D_{j,T}^{(T)u} = (P_{j,T}^u - G_{j}^{e,u}(g_{i,T}^u)s_j^u + N_{j,T-1}^u) \left( C - \frac{N_{j,T-1}^u}{s_j^u} \right).$$ (20)

The delay caused by stopping the tail of the platoon is equal to one cycle length minus the time it takes to serve the residual queue. This component is subtracted in order to avoid double counting since that delay component has already been captured in (19). However, one can adjust this delay estimate to change the penalty imposed for stopping the tail of the platoon.

The number of vehicles remaining in the residual queue at the end of cycle $T$, $N_{j,T}^u$, is:

$$N_{j,T}^u = P_{j,T}^u + N_{j,T-1}^u - G_{j}^{e,u}(g_{i,T}^u)s_j^u.$$ (21)

• Case P3: Arrival before end of green, insufficient green to serve residual queue

A platoon of size $P_{j,T}^u$ arrives at the back of its lane group’s queue at time $t_{j,T}^u$, before the end of the phase that can serve it, but there is not enough available green time to serve all $N_{j,T-1}^u$ vehicles in the residual queue. These conditions are summarized as:

$$t_{j,T}^u \leq t_T^u + R_{j}^{(1)u}(g_{i,T}^u) + G_{j}^{e,u}(g_{i,T}^u)$$ (22)

$$N_{j,T-1}^u \geq G_{j}^{e,u}(g_{i,T}^u)s_j^u.$$ (23)

All vehicles in the platoon experience delay caused by stopping the head of the platoon, $D_{j,T}^{(H)u}$, and by stopping the tail of the platoon, $D_{j,T}^{(T)u}$:

$$D_{j,T}^{(H)u} = P_{j,T}^u \left( t_T^u + R_{j}^{(1)u}(g_{i,T}^u) + G_{j}^{e,u}(g_{i,T}^u) - t_{j,T}^u \right)$$ (24)

$$D_{j,T}^{(T)u} = P_{j,T}^u \left( C - G_{j}^{e,u}(g_{i_{next}}) \right).$$ (25)
where \( g_{i_{next}}^u \) is a pre-specified value for the green time of phase \( i \) for the next cycle \( T + 1 \) at intersection \( u \).

The number of vehicles remaining in the residual queue at the end of cycle \( T \), \( N_{j,T}^u \), is:

\[
N_{j,T}^u = P_{j,T}^u + N_{j,T-1}^u - G_j^e(g_{i,T}^u)s_j^u.
\]  
(26)

- **Case P4:** Arrival after residual queue served, entire platoon served in green

A platoon of size \( P_{j,T}^u \) arrives at the back of its lane group’s queue at time \( t_{j,T}^u \) after the time that the corresponding residual queue, \( N_{j,T-1}^u \), would have finished being served. There is enough available green time to serve the residual queue, and there is enough spare green time to serve all \( P_{j,T}^u \) vehicles. These conditions are summarized as:

\[
t_{j,T}^u \geq t_{j,T}^u + R_j^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_j^u} \quad (27)
\]

\[
N_{j,T-1}^u \leq G_j^e(g_{i,T}^u)s_j^u \quad (28)
\]

\[
P_{j,T}^u \leq \left( t_{j,T}^u + R_j^{(1)}(g_{i,T}^u) + G_j^e(g_{i,T}^u) - t_{j,T}^u \right) s_j^u. \quad (29)
\]

In this case, vehicles in the platoon do not experience any delay at intersection \( u \). As a result, both the delay caused by stopping the head of that platoon, \( D_{j,T}^{(H)} \), and by stopping the tail of the platoon, \( D_{j,T}^{(T)} \), are zero.

The number of vehicles remaining in the residual queue at the end of cycle \( T \), \( N_{j,T}^u \), is:

\[
N_{j,T}^u = 0. \quad (30)
\]

- **Case P5:** Arrival after residual queue served, insufficient green to serve entire platoon

A platoon of size \( P_{j,T}^u \) arrives at the back of its lane group’s queue at time \( t_{j,T}^u \) after the time that the corresponding residual queue, \( N_{j,T-1}^u \), would have finished being served and before the end of the phase that can serve it. There is enough available green time to serve the residual queue, but there is not enough spare green time to serve all \( P_{j,T}^u \) vehicles. These conditions are summarized as:

\[
t_{j,T}^u \geq t_{j,T}^u + R_j^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_j^u} \quad (31)
\]

\[
t_{j,T}^u \leq t_{j,T}^u + R_j^{(1)}(g_{i,T}^u) + G_j^e(g_{i,T}^u) \quad (32)
\]

\[
N_{j,T-1}^u \leq G_j^e(g_{i,T}^u)s_j^u \quad (33)
\]

\[
P_{j,T}^u \geq \left( t_{j,T}^u + R_j^{(1)}(g_{i,T}^u) + G_j^e(g_{i,T}^u) - t_{j,T}^u \right) s_j^u. \quad (34)
\]
A portion of vehicles in the platoon equal to \( P_{j,T}^u - (t_{j,T}^u + R_{j}^{(1)u}(g_{i,T}^u) + G_{j}^{e,u}(g_{i,T}^u) - t_{j,T}^u)s_j^u \) experience delay caused by stopping the tail of the platoon, \( D_{j,T}^{(T)u} \):

\[
D_{j,T}^{(T)u} = \left[ P_{j,T}^u - \left( t_{j,T}^u + R_{j}^{(1)u}(g_{i,T}^u) + G_{j}^{e,u}(g_{i,T}^u) - t_{j,T}^u \right) s_j^u \right] \left( t_{j+1,T}^u + R_{j}^{(1)u}(g_{i\text{next}}^u) \right) \tag{35}
\]

but no delay caused by stopping the head of the platoon, \( D_{j,T}^{(H)u} \).

The number of vehicles remaining in the residual queue at the end of cycle \( T \), \( N_{j,T}^u \), is:

\[
N_{j,T}^u = P_{j,T}^u - \left( t_{j,T}^u + R_{j}^{(1)u}(g_{i,T}^u) + G_{j}^{e,u}(g_{i,T}^u) - t_{j,T}^u \right) s_j^u. \tag{36}
\]

**Case P6: Arrival after the green**

A platoon of size \( P_{j,T}^u \) arrives at the back of its lane group’s queue at time \( t_{j,T}^u \) after the end of the phase that can serve it. This case captures all arrivals not satisfying the conditions of cases P1 through P5, and it can also be expressed as:

\[
t_{j,T}^u > t_{j,T}^u + R_{j}^{(1)u}(g_{i,T}^u) + G_{j}^{e,u}(g_{i,T}^u). \tag{37}
\]

All vehicles in the platoon experience delay caused by stopping the tail of the platoon, \( D_{j,T}^{(T)u} \):

\[
D_{j,T}^{(T)u} = P_{j,T}^u \left( t_{j+1,T}^u - t_{j,T}^u + R_{j}^{(1)u}(g_{i\text{next}}^u) \right) \tag{38}
\]

but no delay caused by stopping the head of the platoon, \( D_{j,T}^{(H)u} \).

The number of vehicles remaining in the residual queue at the end of cycle \( T \), \( N_{j,T}^u \), is:

\[
N_{j,T}^u = P_{j,T}^u. \tag{39}
\]

### 2.1.2. Auto Delay for Vehicles in Platoons on Shared Links

The auto delay for vehicles in platoons that travel on shared links on the main arterial from one intersection \( u \) to another \( v \) can be estimated with the use of the equations for the six cases described above. The only differences are the values for the platoon size that need to be adjusted based on the portion of the platoon continuing downstream and its arrival time at the second intersection, \( v \), which is a function of its arrival and therefore service time at the first intersection \( u \). In addition, some of the delay estimates for stopping the tail of the platoon are modified.

An estimate of the size of the platoon in lane group \( j \) at the second intersection, \( v \), during cycle \( T \), denoted by \( \hat{P}_{j,T}^v \), is used in the optimization instead of the actual incoming platoon size.
The estimate can be obtained with data from detectors located at the upstream end of the shared link between the two intersections and information on the percentage that is expected to join the subject lane group $j$. This information can be obtained by stop line detectors. The platoon size estimate is used instead of a direct calculation of platoon size from the signal settings and arrivals at the upstream intersection, because it reduces the number of bilinear and trilinear terms in the objective function, and as a result, it decreases the computation time of the optimization process. In addition, in cases that the number of lanes changes throughout the arterial, the saturation flow and delays at intersection $v$ are normalized to represent saturation flow and delays on a per lane basis.

The arrival time of a platoon at the back of its lane group’s queue at the second intersection, $t_{j,T}^v$, is estimated based on the arrival case for the first intersection as follows:

$$t_{j,T}^v = \begin{cases} 
  t^u_T + R_j^{(1)u}(g^v_{i,T}) + tt_{j,u}^v & \text{for cases P1, P2, and P3} \\
  t^u_{j,T} + tt_{j,u}^v & \text{for cases P4, P5} \\
  t_{j,T+1}^u + R_j^{(1)u}(g^v_{i_{\text{next}}}) + tt_{j,u}^v & \text{for case P6}
\end{cases}$$  \hfill (40)

where $tt_{j,u}^v$ is the average free flow travel time to traverse the shared links between intersections $u$ and $v$. For cases P1, P2, P3, and P6 the estimate of the platoon’s arrival time at $v$ is based on the assumption that vehicles from the incoming platoon join the vehicles in the residual queue at $u$ and travel together as one platoon. As a result, this new platoon is assumed to arrive at the downstream intersection $tt_{j,u}^v$ seconds after the beginning of green at $u$ when the residual queue starts being served at the current (for Cases P1, P2, and P3) or next cycle (for Case P6). For cases P4 and P5, the platoons are served by $u$ as soon as they arrive. This implies that residual queues are short, and as a result, the majority of vehicles at the downstream intersection, $v$, can be assumed to be mainly vehicles that have just been served by the upstream intersection $u$. Therefore, it is assumed that the arrival time of the platoon at $v$ depends only on the service time of the platoon at $u$.

Finally, the delay estimates for stopping the tail of the platoon for cases P5 and P6 (see (35) and (38)) are adjusted as follows to avoid introducing nonlinear terms in the objective function:

$$D_{j,T}^{(T)v} = \begin{cases} 
  \left[ \hat{P}_{j,T}^v - \left( t^v_T + R_j^{(1)v}(g^v_{i,T}) + G_j^{e,v}(g^v_{i,T}) - t^v_{j,T} \right) s_j^v \right] \left( C - G_j^{e,v}(g^v_{i_{\text{next}}}) \right) & \text{for case P5} \\
  \hat{P}_{j,T}^v \left( C - G_j^{e,v}(g^v_{i_{\text{next}}}) \right) & \text{for case P6}
\end{cases}$$  \hfill (41)
2.1.3. Auto Delay for Vehicles in Residual Queues

This delay component is added to account for the delays of the residual queues that are already present when a platoon arrives at an intersection during the design cycle. These are the vehicles that had arrived in a previous cycle and were not able to be served. The equations presented for Cases P1-P6, include only the delays of the vehicles that arrive in platoons during the design cycle, so the delays of these residual queues would otherwise not be captured. The equations presented in this section hold for the residual queues of any lane group regardless of the platoon case the vehicles that created these residual queues came from.

The auto delay for vehicles in residual queues at both intersections of the pair \((r, r+1) \in \Lambda_x\) are estimated based on the size of the residual queue and whether or not it can be entirely served during cycle \(T\). Two cases arise which are described next along with the corresponding delay equations for an intersection \(r\) (but also hold for \(r+1\)):

- **Case R1: Residual queue served in green**

  The residual queue of a lane group \(j\), \(N_{j,T-1}^r\), can be entirely served during cycle \(T\):

  \[
  N_{j,T-1}^r \leq G_j^{e,r}(g_{i,T}^r)s_j^r. \tag{42}
  \]

  So, the total delay experienced by all vehicles in the residual queue, \(D_{j,T}^{(Q)r}\), is:

  \[
  D_{j,T}^{(Q)r} = N_{j,T-1}^r R_j^{(1)r}(g_{i,T}^r). \tag{43}
  \]

- **Case R2: Residual queue not entirely served in green**

  The residual queue of a lane group \(j\), \(N_{j,T-1}^r\), cannot be entirely served during cycle \(T\):

  \[
  N_{j,T-1}^r \geq G_j^{e,r}(g_{i,T}^r)s_j^r. \tag{44}
  \]

  So, the total delay experienced by all vehicles in the residual queue, \(D_{j,T}^{(Q)r}\), is:

  \[
  D_{j,T}^{(Q)r} = N_{j,T-1}^r R_j^{(1)r}(g_{i,T}^r) + \left(N_{j,T-1}^r - G_j^{e,r}(g_{i,T}^r)s_j^r\right) C \tag{45}
  \]

  because the vehicles that do not get served will have to wait for an extra cycle before they start being served.

  Note that estimates of the delays incurred during the design cycle and the following cycle are considered for residual queues. If a residual queue persists for many cycles, only the delays
in the design cycle and following cycle are used to optimize the signal settings. The remaining unserved vehicles will be accounted for in the optimization of the next cycle. This is not expected to affect the results much since the delay included for the next cycle is just an estimate, and it will ultimately be determined when the signal settings of that next cycle are optimized.

2.1.4. Total Auto Person Delay

The auto delay component of the objective function that minimizes person delay at two consecutive intersections \((r, r + 1) \in \Lambda_x\) is as follows:

\[
\sum_{(r, r + 1) \in \Lambda_x} \sum_{a=1}^{A_r} o_a d_a^r = \sum_{u=1}^{2} \sum_{j \in J^u_{IN}} \bar{o}_a \left( D_{j,T}^{(H)} u + D_{j,T}^{(T)} u \right) + \sum_{v=1}^{2} \sum_{j \in J^v_{SH}} \bar{o}_a \left( D_{j,T}^{(H)} v + D_{j,T}^{(T)} v \right) + \sum_{r=1}^{2} \sum_{j \in J^r} \bar{o}_a D_{j,T}^{(Q)v}
\]

where \(\bar{o}_a\) is the average auto passenger occupancy, \(J^u_{IN}\) is the set of lane groups for the incoming links at intersection \(u\), \(J^v_{SH}\) is the set of lane groups for the shared links at intersection \(v\), and \(J^r\) is the total number of lane groups at intersection \(r\). The summation over \(u\) represents the delays experienced by all vehicles on the incoming links of the two intersections being optimized. The summation over \(v\) represents all delays experienced by vehicles on the shared links of those two intersections (see Figures 1(b) and 1(c)). The delay components can be estimated with the use of the corresponding case equation for each of the three delay types as presented above. For each platoon and lane group, each case introduces a binary decision variable and the related constraints.

More specifically, the sum of the delay components for the lane groups for the incoming links at intersection \(u\) is given by:

\[
D_{j,T}^{(H)} u + D_{j,T}^{(T)} u = (h_{1,j,T}^u + h_{2,j,T}^u) P_{j,T}^u \left( t_{j,T}^u + R_{j,T}^{(1)u}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_{j,T}^u} - t_{j,T}^u \right)
+ h_{2,j,T}^u \left( P_{j,T}^u - G_{j,T}^{e,u}(g_{i,T}^u) s_{j,T}^u + N_{j,T-1}^u \right) \left( C - \frac{N_{j,T-1}^u}{s_{j,T}^u} \right)
+ h_{3,j,T}^u \left[ \left( t_{j,T}^u + R_{j,T}^{(1)u}(g_{i,T}^u) + G_{j,T}^{e,u}(g_{i,T}^u) - t_{j,T}^u \right) + \left( C - G_{j,T}^{e,u}(g_{i,T}^u) \right) \right]
+ \left[ h_{5,j,T}^u \left( P_{j,T}^u - \left( t_{j,T}^u + R_{j,T}^{(1)u}(g_{i,T}^u) + G_{j,T}^{e,u}(g_{i,T}^u) - t_{j,T}^u \right) s_{j,T}^u \right) + h_{6,j,T}^u P_{j,T}^u \right]
\times \left( t_{j,T}^u + 1 - t_{j,T}^u + R_{j,T}^{(3)u}(g_{i,T}^u) \right)
\]

where \(h_{1,j,T}^u, h_{2,j,T}^u, h_{3,j,T}^u, h_{4,j,T}^u, h_{5,j,T}^u, h_{6,j,T}^u\) are binary variables and for the two platoons traveling on the arterial (i.e., on shared links) and arriving at the second intersection, \(v\), that also belongs to the
pair currently being optimized, is as follows:

\[ D_{j,T}^{(H)v} + D_{j,T}^{(T)v} = (z_1^{j,v} + z_2^{j,v}) \hat{P}_{j,T}^{v} \left[ t_{j,T}^{v} + R_{j}^{(1)v}(g_{i,T}^{v}) + \frac{N_{j,T-1}^{v}}{s_{j}^{v}} - t_{j,T}^{v} \right] \]

\[ + z_2^{j,v} \left( \hat{P}_{j,T}^{v} - G_{j}^{e,v}(g_{i,T}^{v})s_{j}^{v} + N_{j,T-1}^{v} \right) \left( C - \frac{N_{j,T-1}^{v}}{s_{j}^{v}} \right) \]

\[ + z_3^{j,v} \hat{P}_{j,T}^{v} \left[ (t_{j,T}^{v} + R_{j}^{(1)v}(g_{i,T}^{v}) + G_{j}^{e,v}(g_{i,T}^{v}) - t_{j,T}^{v}) + (C - G_{j}^{e,v}(g_{i,next}^{v})) \right] \]

\[ + z_5^{j,v} \hat{P}_{j,T}^{v} \left( (C - G_{j}^{e,v}(g_{i,next}^{v})) \times (C - G_{j}^{e,v}(g_{i,next}^{v})) \right) . \]

where \( z_1^{j,v}, z_2^{j,v}, z_3^{j,v}, z_4^{j,v}, z_5^{j,v}, z_6^{j,v} \) are binary variables.

In order to estimate this component of the objective function, estimates of the arrival times at the back of the queue of the corresponding lane group at the downstream intersection are needed, \( t_{j,T}^{v} \), which are based on the cases shown in (40) can be expressed as follows:

\[ t_{j,T}^{v} = (h_{j,T}^{1} + h_{j,T}^{2} + h_{j,T}^{3}) \left( t_{j,T}^{v} + R_{j}^{(1)u}(g_{i,T}^{v}) + t_{j,u}^{v} \right) + (h_{j,T}^{4} + h_{j,T}^{5}) \left( t_{j,T}^{v} + t_{j,u}^{v} \right) \]

\[ + h_{j,T}^{6} \left( t_{j,T+1}^{v} + R_{j}^{(1)u}(g_{i,next}^{v}) + t_{j,u}^{v} \right) \]

Finally, the person delay for the autos that are already in the residual queue of an intersection \( u \) is estimated as follows:

\[ \bar{o}_u \sum_{j=1}^{J^r} D_{j,T}^{(Q)r} = \bar{o}_u \left( x_{j,T}^{1} + x_{j,T}^{2} \right) N_{j,T-1}^{r} R_{j}^{(1)r}(g_{i,T}^{r}) + \bar{o}_u x_{j,T}^{2} \left( N_{j,T-1}^{r} - G_{j}^{e,r}(g_{i,T}^{r})s_{j}^{r} \right) C \]

where \( J^r \) is the total number of lane groups at intersection \( r \) and \( x_{j,T}^{1}, x_{j,T}^{2} \) are binary variables.

The summation of binary variables for a platoon or lane group for a specific type of delay (i.e., at intersection \( u, v \) or when in residual queue) is constrained to be one to ensure that only one of the delay equations will be added to the objective function for that delay type. Additional constraints to determine each of the cases are also included. Constraints for case 1 of the lane groups at intersection \( u \) are presented here as an example.

\[ t_{j,T}^{u} \leq t_{j,T}^{u} + R_{j}^{(1)u}(g_{i,T}^{u}) + \frac{N_{j,T-1}^{u}}{s_{j}^{u}} + (1 - h_{j,T}^{1})M \]

\[ N_{j,T-1}^{u} \leq G_{j}^{e,u}(g_{i,T}^{u})s_{j}^{u} + (1 - h_{j,T}^{1})M \]

\[ P_{j,T}^{u} \leq G_{j}^{e,u}(g_{i,T}^{u})s_{j}^{u} - N_{j,T-1}^{u} + (1 - h_{j,T}^{1})M \]
A detailed presentation of all constraints included in the mathematical program can be found in Christofa (2012). A big value constant $M$ is used with the binary variables to determine which constraints to activate for the relevant cases. For this mathematical program, $M$ is set equal to $TC$ for a cycle indexed by $T$ with length $C$.

2.2. Transit Delay

In addition to auto person delay, the objective function includes the person delay for transit vehicles present at the two intersections during cycle $T$, which consists of two terms: 1) the delay transit passengers experience when traveling on incoming links during cycle $T$, and 2) the delay they experience when traveling on shared links during cycle $T$. In addition, users of transit vehicles that do not get served during the cycle in which they arrive experience an extra component of delay equal to $R^{(1)}_j(r_jg_{i\text{ next}})$, which is the time a transit vehicle would experience if it was the first one in the queue to be served in the next cycle. Since transit vehicles travel in mixed-use traffic lanes and perfect information about their arrivals is assumed, their delays can be estimated as in the cases of platoons, further assuming that a transit vehicle behaves similarly to a platoon of size one.

2.2.1. Transit Delay for Vehicles on Incoming Links

The transit delay for vehicles traveling on incoming links to an intersection $u$, depends on the actual arrival time at the back of its lane group’s queue at that intersection, $t^{\text{in}}_{b,T}$, as well as whether the vehicle is served during cycle $T$ or not, which also depends on traffic conditions on the subject approach. Note that the delay equations are formulated based on the assumption that a transit vehicle arrives at the back of the queue before or after the arrival of the platoon due to its dwell time at bus stops. This means that when arriving at the intersection, the bus observes only the residual queue in front of it. This assumption is justified because most local transit lines in urban settings have bus stops at almost every signalized intersection. In cases that this is not true (i.e., transit vehicles do not stop at stops), their delay is equal to the delay of a vehicle in the platoon within which they are traveling. Such delay equations can be found in Farid et al. (2014) and can be used to update the mathematical program accordingly. The four delay estimation cases for transit arrivals are presented next.
• Case T1: Arrival before residual queue served, transit vehicle served in green

A transit vehicle arrives at the back of its lane group’s queue at time $t_{b,T}^u$ before the time the corresponding residual queue, $N_{j,T-1}^u$, would have finished being served and there is enough available green time to serve the residual queue in front of it. These conditions are summarized as:

$$t_{b,T}^u \leq t_T^u + R_j^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_J^u}$$

$$N_{j,T-1}^u \leq G_j^{e,u}(g_{i,T}^u) s_J^u.$$  

(54)

(55)

The transit vehicle is served during cycle $T$ and its delay, $d_{b,T}^u$, can be expressed as:

$$d_{b,T}^u = t_T^u + R_j^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_J^u} - t_{b,T}^u.$$  

(56)

• Case T2: Arrival before residual queue served, transit vehicle not served in green

A transit vehicle arrives at the back of its lane group’s queue at time $t_{b,T}^u$ before the time the corresponding residual queue, $N_{j,T-1}^u$, would have finished being served, but there is not enough available green time to serve the residual queue in front of it. These conditions are summarized as:

$$t_{b,T}^u \leq t_T^u + R_j^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_J^u}$$

$$N_{j,T-1}^u \geq G_j^{e,u}(g_{i,T}^u) s_J^u.$$  

(57)

(58)

The transit vehicle is not served during cycle $T$ and its delay, $d_{b,T}^u$, can be expressed as:

$$d_{b,T}^u = t_{T+1}^u - t_{b,T}^u + R_j^{(1)}(g_{i,\text{next}}^u).$$  

(59)

• Case T3: Arrival after residual queue served and before the end of green

A transit vehicle arrives at the back of its lane group’s queue at time $t_{b,T}^u$ after the time the corresponding residual queue, $N_{j,T-1}^u$, would have finished being served and before the end of the green time for the phase that can serve it. There is enough available green time to serve the residual queue in front of it. These conditions are summarized as follows:

$$t_{b,T}^u \geq t_T^u + R_j^{(1)}(g_{i,T}^u) + \frac{N_{j,T-1}^u}{s_J^u}$$

$$t_{b,T}^u \leq t_T^u + R_j^{(1)}(g_{i,T}^u) + G_j^{e,u}(g_{i,T}^u)$$

$$N_{j,T-1}^u \leq G_j^{e,u}(g_{i,T}^u) s_J^u.$$  

(60)

(61)

(62)
The transit vehicle is served as soon as it arrives at the intersection and as a result its delay, \( d_{b,T} \), is zero.

- **Case T4: Arrival after the end of green**

A transit vehicle arrives at the back of its lane group’s queue during cycle \( T \) at time \( t_{u_T}^v \) after the end of the green time for the phase that can serve it, which is expressed as follows:

\[
t_{b,T}^u > t_{u_T}^v + R_j^{(1)u}(g_{i,T}^u) + G_j^{e,u}(g_{i,T}^u). \tag{63}
\]

The transit vehicle is not served during cycle \( T \), and its delay, \( d_{b,T}^u \), can be expressed as:

\[
d_{b,T}^u = t_{u_T+1} - t_{b,T}^v + R_j^{(1)u}(g_{i_{next}}^u). \tag{64}
\]

### 2.2.2. Transit Delay for Vehicles on Shared Links

The delay for a transit vehicle that arrives at its second intersection, \( v \), after it is served by the first intersection, \( u \), is also included in the objective function to account for the impact that the signal timings at one intersection have on the other. This means that some level of progression for the transit vehicles between adjacent intersections is taken into account as well. As with autos, the delay for transit vehicles traveling on shared links on the main arterial from one intersection, \( u \), to another, \( v \), can be estimated with the use of the equations for the four cases presented above given that the transit arrival time at the second intersection, \( v \), \( t_{v_b,T}^v \), can be estimated. \( t_{b,T}^v \) depends on the arrival case at the first intersection, \( u \), and can be estimated as follows:

\[
t_{b,T}^v = \begin{cases} 
  t_{T}^u + R_j^{(1)u}(g_{i,T}^u) + \frac{N_j^{u,v-1}}{s_j^u} + \tau t_{b,u}^v & \text{for case T1} \\
  t_{b,T}^u + t t_{b,u}^v & \text{for case T3}
\end{cases} \tag{65}
\]

where \( \tau t_{b,u}^v \) is the expected travel time for the shared link between intersections \( u \) and \( v \) for a transit vehicle \( b \), and it includes the lost time due to transit stops. For cases T2 and T4, the transit vehicle is not served during cycle \( T \) at \( u \), and no delay at the downstream intersection, \( v \), is included in the objective function for cycle \( T \).

### 2.2.3. Total Transit Person Delay

The transit delay component of the objective function that minimizes person delay at two consecutive intersections is as follows:

\[
\sum_{b=1}^{B_u^v} o_{b,T}^u (1 + \delta_{b,T}^u) d_{b,T}^u + \sum_{b=1}^{B_v^v} o_{b,T}^v (1 + \delta_{b,T}^v) d_{b,T}^v \tag{66}
\]
where \( d_{u,T}^b \) and \( d_{v,T}^b \) can be estimated per one of the cases presented above. As for the auto delays, each case introduces a binary decision variable and the related constraints. The summation of binary variables for a transit vehicle at intersection \( u \) or \( v \) is constrained to add up to one to ensure that only one of the delay equations will be added to the objective function per transit vehicle for that intersection.

The total delay for the transit vehicles consists of two terms: 1) the delay experienced by the transit vehicles at the first intersection of the pair they arrive, \( u, d_{u,T}^b \), and 2) the delay experienced by the transit vehicles that travel on the arterial at the second intersection they arrive, \( v, d_{v,T}^b \).

The transit person delay component of the objective function for the transit vehicles at the first intersection at which they arrive during cycle \( T \), \( d_{u,T}^b \), is expressed as follows:

\[
B_u T \sum_{b=1}^{B_T^u} o_{u,T}^b (1 + \delta_{u,T}^b) d_{u,T}^b = \zeta_{u,T}^1 \left( t_{u,T}^u + R_{j,T}^{(1)u} (g_{i,T}^u) + \frac{N_{j,T-1}^{u,T}}{s_{j,T}^u} - t_{b,T}^u \right) \\
+ (\zeta_{b,T}^2 + \zeta_{b,T}^4) \left( t_{T+1}^u - t_{b,T}^u + R_{j,T}^{(1)u} (g_{i_{next}}^u) \right)
\]  
(67)

and the person delay for those that continue in the network to the other intersection of the pair being optimized and arrive at their second intersection, \( v \), during cycle \( T \), experience delay, \( d_{v,T}^b \), which is expressed as follows:

\[
B_v T \sum_{b=1}^{B_T^v} o_{v,T}^b (1 + \delta_{v,T}^b) d_{v,T}^b = \eta_{v,T}^1 \left( t_{v,T}^v + R_{j,T}^{(1)v} (g_{i,T}^v) + \frac{N_{j,T-1}^{v,T}}{s_{j,T}^v} - t_{b,T}^v \right) \\
+ (\eta_{b,T}^2 + \eta_{b,T}^4) \left( t_{T+1}^v - t_{b,T}^v + R_{j,T}^{(1)v} (g_{i_{next}}^v) \right).
\]  
(68)

In order to estimate this component of the objective function, estimates of the arrival times at the back of the queue of the corresponding lane group at the downstream intersection, \( t_{b,T}^u \), are needed. These estimates are based on the cases shown in (65) and can be expressed as follows:

\[
t_{b,T}^v = \zeta_{b,T}^1 \left( t_{u,T}^u + R_{j,T}^{(1)u} (g_{i,u,T}) + \frac{N_{j,T-1}^{u,T}}{s_{j,T}^u} + t_{v,b,u} \right) + \zeta_{b,T}^3 (t_{b,T}^u + t_{v,b,u}).
\]  
(70)

2.3. Mathematical Program Formulation

The objective function of the mathematical program that minimizes person delays for two intersections for cycle \( T \), is the summation of the total auto person delays and transit person delays.
delays as follows:

$$\sum_{u=1}^{2} \left( \sum_{j \in J_{u}^{H}} \bar{o}_{a} \left( D_{j,T}^{(H)u} + D_{j,T}^{(T)u} \right) + \sum_{b=1}^{B_{u}} o_{b,T}^{u} \right) (1 + \delta_{b,T}^{u}) d_{b,T}^{u} \right)$$

$$+ \sum_{v=1}^{2} \left( \sum_{j \in J_{v}^{H}} \bar{o}_{a} \left( D_{j,T}^{(H)v} + D_{j,T}^{(T)v} \right) + \sum_{b=1}^{B_{v}} o_{b,T}^{v} \right) (1 + \delta_{b,T}^{v}) d_{b,T}^{v} \right) + \sum_{u=1}^{2} \sum_{j \in J_{u}^{H}} \bar{o}_{a} D_{j,T}^{(Q)r} \right). \quad (71)$$

This objective function includes bilinear and trilinear terms caused by multiplication between continuous and binary decision variables, which introduces nonlinear terms in the objective function and the constraints. To avoid this problem, convex relaxations for bilinear and trilinear terms as described in Meyer and Floudas (2004) are used. More specifically, first all bilinear and trilinear terms are replaced with new linear variables. Then additional linear constraints are introduced to the mathematical program to relate the new linear variables with the original nonlinear terms and accordingly determine the bounds of the new variables to make the relaxation as tight as possible. After performing the convex relaxations, the mathematical program consists of an objective function that is linear in its continuous and binary variables and has linear constraints. This leads to a Mixed-Integer Linear Programming (MILP) problem that may be readily solved with the use of broadly available codes or commercial software (e.g., CPLEX (IBM, 2011)) within few CPU-seconds. This can be scaled to larger arterial networks because the optimization is performed at two intersections at a time, so the computation time increases linearly with the number of intersections. A detailed description of the complete mathematical program after the implementation of the convex relaxations can be found in Christofa (2012).

3. Test Site

The performance of the person-based traffic responsive signal control system is tested at a four-intersection segment of a real-world signalized arterial. In particular, the test site consists of the intersections along San Pablo Avenue at Ashby Avenue, Heinz Avenue, Grayson Street, and Dwight Way located in Berkeley, California. This segment has been selected due to the variety in phasing schemes utilized on the four intersections and the existence of conflicting bus routes at two intersections. In particular, the four intersections that have been chosen vary in their car demands as expressed through their intersection flow ratios, number of conflicting transit routes, number of phases (including 2, 3, and 4-phase signalized intersection), and varying link lengths. Note also
that the auto demands have been obtained through previous field studies while the bus frequencies are based on the published transit schedule, therefore, representing real-world conditions.

![Bus Routes and Bus Stops](Image)

(a) Layout and bus routes (not to scale)

<table>
<thead>
<tr>
<th>Bus Route</th>
<th>Ashby Ave.</th>
<th>Heinz Ave.</th>
<th>Grayson St.</th>
<th>Dwight Way</th>
</tr>
</thead>
<tbody>
<tr>
<td>72 • 72M • 72R</td>
<td>278 m (911 ft)</td>
<td>220 m (720 ft)</td>
<td>559 m (1835 ft)</td>
<td>72 • 72M • 72R</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Bus Stop</th>
<th>Offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>San Pablo Ave.</td>
<td>0 sec</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Street</th>
<th>Offset</th>
<th>Green Times</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ashby Avenue</td>
<td>0 sec</td>
<td>$g_1 = 7$ sec, $g_2 = 21$ sec</td>
</tr>
<tr>
<td>Heinz Avenue</td>
<td>18 sec</td>
<td>$g_1 = 52$ sec, $g_2 = 20$ sec</td>
</tr>
<tr>
<td>Grayson Street</td>
<td>33 sec</td>
<td>$g_1 = 52$ sec, $g_2 = 20$ sec</td>
</tr>
<tr>
<td>Dwight Way</td>
<td>66 sec</td>
<td>$g_1 = 6$ sec, $g_2 = 30$ sec, $g_3 = 32$ sec</td>
</tr>
</tbody>
</table>

(b) Signal phasing and TRANSYT-7F optimal green times and offsets

Figure 3: San Pablo Avenue test site.

The arterial segment’s layout and bus routes are shown in Figure 3(a). Figure 3(b) presents the phasing and TRANSYT-7F optimal offsets and green times for all intersections during the
evening peak hour (4–5pm). The optimal splits and offsets were obtained by minimizing the disutility index in TRANSYT-7F, which is a linear combination of delay and number of stops, while the cycle length was fixed at 80 seconds, and the phase sequence was kept constant. The hill climb optimization technique is used to optimize the signal settings in TRANSYT-7F. As can be seen, the intersections consist of a variety of signal phasing schemes that cover all of the basic possible phasing schemes. All intersections operate under a common cycle length of 80 seconds and the demand used for the tests corresponds to the evening peak hour. During that time period, all four intersections operate in undersaturated traffic conditions with intersection flow ratios varying from 0.4 to 0.8 (0.4 corresponds to the intersection of San Pablo Avenue and Grayson Street and 0.8 to the intersection of San Pablo Avenue and Dwight Way). The intersection of Ashby and San Pablo Avenues has been chosen as the critical one because it presents a higher transit demand and the northbound is the heaviest traffic direction. The link lengths between the intersections of the selected segment vary from 220 to 560 meters and the existing signal control is fixed-time coordinated.

Five bus routes travel through the segment under consideration in mixed-use traffic lanes with headways that vary from 12 to 30 minutes on each route. This corresponds to an average of 24 buses per hour for the analysis period. The numbers next to the directional arrows in Figure 3(a) correspond to the different bus routes. Of the buses that travel in the corridor, 60% travel on San Pablo Avenue and 40% on the two cross streets: Ashby Avenue and Dwight Way. At these cross streets, buses travel in two conflicting directions. The location of the bus stops varies with some of them being located nearside and some others farside (Figure 3(a)). The bus schedule is available at the Alameda-Contra Costa Transit District’s website (AC Transit, 2011).

4. Application

Data from the arterial segment of San Pablo Avenue are used to test the proposed signal control system. Since the heaviest direction is the northbound, the pairwise optimization is performed in that direction. First, tests are performed for a few cycles assuming that perfect information exists on the platoon sizes and arrival times of platoons and transit vehicles at intersections (deterministic arrival tests). These give an idea of the maximum benefit that can be achieved by the proposed system. Deterministic arrival tests provide the maximum benefit that can be achieved by a real-time signal control system regardless of the traffic conditions that prevail on
the arterial of interest. Next, tests are performed with Emulation-In-the-Loop Simulation (EILS) to evaluate the system when perfect information is not available and predictions of inputs are based on measured quantities from the simulated network as it would be done in reality (stochastic arrival tests). A warm-up period equal to the common cycle length of all intersections is used. The computation times for both types of tests are on the order of 5-10 seconds\(^2\) for optimization of the signal settings at all four intersections. Given that the optimization can be performed sequentially, and the computation time for optimizing a single pair of intersections is less than 5 seconds, the proposed mathematical program can be easily used for real-world implementations and is scalable to large arterial networks. In particular, given that phases usually have a minimum green time of 7-10 seconds, and the optimization is run once per cycle, the proposed system can easily be run during the last phase of the previous cycle. Therefore the system is applicable for controlling real-world signals.

The evening peak average flows are used as the input for auto demand and the bus arrivals are based on the actual schedule. The average auto occupancy, \(\bar{o}_a\), is assumed to be 1.25 passengers per vehicle and the average bus occupancy, \(\bar{o}_b\), is fixed to 40 passengers per vehicle for all buses. Similar values have been used by other studies, for example Hu et al. (2015). However, any bus passenger or auto passenger occupancies can be utilized with the proposed system. For the intersections where the coordinated phase is the first of the cycle, the offset has been set equal to the optimal offsets obtained from TRANSYT-7F. The green times for the next cycle, \(g_{i}^{\text{next}}\), are set to be the same as the fixed optimal signal timings provided by TRANSYT-7F for the specific traffic conditions under evaluation (Figure 3(b)). In addition, the upper bounds for the green times of the phases, \(g_{i}^{\text{max}}\), are set equal to \(C - \sum_{i=1}^{I_r} y_i^{r}\) for each intersection \(r\). Non-zero lower bounds for the green times of each phase, \(g_{i}^{\text{min}}\), are also introduced for the green times for each intersection \(r\) to ensure that no phase is skipped and all phases are allocated some minimum green time to guarantee sufficient time for safe vehicle and pedestrian crossings. A total minimum green time of 7 seconds is assigned to each of the left-turn phases and 12 seconds to each of the through phases.

\(^2\)All tests, both for deterministic and stochastic arrivals, were performed on an Intel Core i5 2.4 GHz processor with a memory of 4 GB.
4.1. Deterministic Arrival Tests

Deterministic arrival tests are performed for the four-intersection segment for five signal cycles and two optimization scenarios: 1) TRANSYT-7F fixed-time optimal signal settings and 2) person-based optimization signal settings (i.e., when total person delay for both auto and bus passengers is minimized for each pair of intersections). Table 1 presents the auto, bus, and total person delay obtained from these scenarios. A comparison of the person-based optimization with TRANSYT-7F indicates that the proposed system can achieve a reduction in total person delay of 25% by reducing the delay of the bus users by about 18% and auto users by 29%. This results in an average bus delay saving of about 2.5 seconds per intersection. The values presented here are the maximum benefits that can be achieved for the specific traffic, transit, signal setting and geometric conditions since they are based on the assumption of perfect information for bus and platoons arrivals and passenger occupancies. In reality, these inputs can be estimated with some errors, so the benefits are expected to be lower. The next section shows the results of tests performed when the assumption of perfect information is relaxed.

Table 1: Person delays on the arterial segment for $\bar{o}/\bar{a} = 40/1.25$ and five signal cycles of traffic operations (deterministic arrivals).

<table>
<thead>
<tr>
<th></th>
<th>Auto</th>
<th>Bus</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Person Delay</td>
<td>5.91</td>
<td>2.70</td>
<td>8.61</td>
</tr>
<tr>
<td>Person Delay</td>
<td>4.20</td>
<td>2.22</td>
<td>6.42</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>% Change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Auto Person</td>
<td>-28.93%</td>
</tr>
<tr>
<td>Bus Person</td>
<td>-17.78%</td>
</tr>
<tr>
<td>Overall Person</td>
<td>-25.43%</td>
</tr>
</tbody>
</table>

4.2. Stochastic Arrival Tests (Simulation Experiments)

EILS tests are performed with the AIMSUN microscopic simulation model (TSS, 2010) for one hour of operations. Each scenario is evaluated ten times and the average person delays of these replications for auto, bus, and all passengers are compared. The auto inter-arrival times on the incoming links are simulated to follow an exponential distribution. However, these vehicles stop at upstream fixed-time signalized intersections before they arrive at the intersections on the
arterial. This ensures that vehicles arrive in platoons at the intersections being optimized. As a result, the auto demand for an approach is estimated based on measurements from detectors located at the upstream end of each incoming link under consideration. Exponential smoothing is used on the measured counts during the previous cycle in order to estimate the demand of the respective lane group for the next cycle. Predictions of auto arrival times at the intersections are based on an average free flow speed of 45 km/hr. Although the input traffic demands for the subject arterial segment imply undersaturated conditions, the stochastic arrivals in the simulation exhibit random fluctuations. These fluctuations could lead to the existence of residual queues and transient oversaturated conditions, which can certainly be handled by the proposed optimization approach and last only a few cycles.

The timetable of the bus arrivals at the entry links of the network is fixed and based on headways obtained from the actual schedule. The arrival time of the buses at the intersections is predicted based on their location on a link at the end of the previous cycle. Information on the location of vehicles and bus stops determine the estimated arrival time of a bus at the intersection. For simplicity, dwell times for all buses and stops are set to 30 seconds. For each bus that stops, an additional 6 seconds are added to its estimated travel time to reach the intersection in order to account for lost time due to acceleration and deceleration. The average speed assumed for buses is 36 km/hr which is slower than the free-flow speed for autos.

Table 2 shows the auto, bus, and overall average vehicle delays per intersection and total person delays for each arterial direction, the cross streets and the whole arterial segment obtained when TRANSYT-7F and person-based optimal signal settings are implemented. Standard deviations are presented in parentheses. Figure 4 shows the percent changes in person delay from TRANSYT-7F to person-based optimization for autos, buses, and the overall four-intersection arterial segment per direction and for the whole system. The figure also presents the 95% confidence intervals of those changes.

The results indicate that the proposed person-based optimization can reduce the overall person delay by 5.1% compared to TRANSYT-7F by reducing the bus person delay by 3.9% and the auto person delay by 5.8%. These correspond to average vehicle delay reductions of about 1.2 seconds per auto and 1.8 seconds per bus per intersection. These reductions are statistically significant as shown by the 95% confidence intervals presented in Figure 4. There are directions whose autos and buses receive large reductions of delay, thereby benefiting multiple users and significantly reducing
Table 2: Person and vehicle delays for $\bar{t}_b/\bar{t}_a = 40/1.25$ and 1 hour of traffic operations (simulation).

<table>
<thead>
<tr>
<th></th>
<th>Auto</th>
<th>Bus</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (pax-hrs) Average (sec/veh)</td>
<td>Total (pax-hrs) Average (sec/veh)</td>
<td>Total (pax-hrs) Average (sec/veh)</td>
</tr>
<tr>
<td><strong>Main Arterial Northbound</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANSYT-7F</td>
<td>23.31 (1.88) 14.22 (0.94)</td>
<td>22.62 (0.34) 57.99 (0.84)</td>
<td>45.93 (1.67) 22.64 (0.61)</td>
</tr>
<tr>
<td>Person-based</td>
<td>22.86 (2.98) 13.94 (1.66)</td>
<td>22.01 (0.76) 56.28 (2.08)</td>
<td>44.87 (3.33) 22.09 (1.46)</td>
</tr>
<tr>
<td>% Change</td>
<td>-1.9% -2.0%</td>
<td>-2.7% -3.0%</td>
<td>-2.3% -2.4%</td>
</tr>
<tr>
<td><strong>Main Arterial Southbound</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANSYT-7F</td>
<td>20.58 (2.14) 17.77 (1.37)</td>
<td>14.03 (0.48) 39.46 (1.36)</td>
<td>34.62 (1.88) 22.81 (0.78)</td>
</tr>
<tr>
<td>Person-based</td>
<td>18.09 (1.41) 15.59 (0.82)</td>
<td>13.73 (0.38) 38.60 (1.07)</td>
<td>31.81 (1.29) 21.00 (0.48)</td>
</tr>
<tr>
<td>% Change</td>
<td>-12.1% -12.2%</td>
<td>-2.2% -2.2%</td>
<td>-8.1% -7.9%</td>
</tr>
<tr>
<td><strong>Cross Streets</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANSYT-7F</td>
<td>34.97 (3.76) 34.10 (3.33)</td>
<td>6.98 (0.60) 32.58 (3.19)</td>
<td>41.95 (4.30) 34.06 (3.16)</td>
</tr>
<tr>
<td>Person-based</td>
<td>33.35 (1.84) 32.56 (1.47)</td>
<td>6.18 (0.46) 28.85 (2.32)</td>
<td>39.53 (1.95) 31.91 (1.27)</td>
</tr>
<tr>
<td>% Change</td>
<td>-4.6% -4.5%</td>
<td>-11.4% -11.4%</td>
<td>-5.8% -6.3%</td>
</tr>
<tr>
<td><strong>System</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TRANSYT-7F</td>
<td>78.87 (4.35) 20.64 (0.99)</td>
<td>43.62 (0.72) 45.44 (0.71)</td>
<td>122.49 (4.41) 25.63 (0.80)</td>
</tr>
<tr>
<td>Person-based</td>
<td>74.30 (3.64) 19.44 (0.90)</td>
<td>41.92 (0.86) 43.62 (1.06)</td>
<td>116.22 (3.88) 24.30 (0.77)</td>
</tr>
<tr>
<td>% Change</td>
<td>-5.8% -5.8%</td>
<td>-3.9% -4.0%</td>
<td>-5.1% -5.2%</td>
</tr>
</tbody>
</table>

Total person delay. In particular, cross streets and the southbound approaches are the biggest beneficiaries of a person-based optimization. For cross streets person-based optimization results in about 5.8% reduction in overall person delay achieved by reducing the auto person delay by 4.6% and the bus person delay by 11.4% compared to TRANSYT-7F. The provision of priority to buses on cross streets leads to longer green time for them which also substantially benefits auto users. The cross streets for this specific study site have low auto demands, therefore, auto passengers also often benefit when the delays of those links are weighed more due to the presence of buses. These reductions, that are statistically significant with 95% confidence, correspond to average vehicle delay reductions of about 1.5 seconds and 3.7 seconds for autos and buses, respectively. Note that these numbers are average values of vehicle delays at each link. Therefore, this proposed system
can result in bigger reductions in bus delay when implemented on long bus arterial corridors.

Southbound passengers see an overall reduction in their delay of about 8%, which corresponds to 1.8 seconds of delay savings for all users per vehicle per intersection. The overall and auto person delay reductions are statistically significant with 95% confidence. Southbound auto passengers experience significant reductions of 12.1% in their delay when person-based optimization is implemented because the TRANSYT-7F signal settings have been optimized for the northbound direction. Therefore, the person-based optimization provides additional green to the southbound direction compared to TRANSYT-7F in order to minimize person delay since the demands at two of the intersections for the southbound direction are very similar. On the other hand, passengers on the northbound direction experience smaller delay reductions when person-based optimization is implemented compared to TRANSYT-7F signal settings. However, the overall and auto delay reductions for the northbound passengers are not statistically significant with 95% confidence. This is due to the fact that the northbound passengers are already experiencing relatively low
delays when TRANSYT-7F signal settings are in place, and TRANSYT-7F signal settings have been optimized to provide progression to the northbound direction.

A comparison of person-based with vehicle-based optimization reveals that when very few buses appear in the arterial segment under consideration, the proposed person-based optimization results in signal settings and delays that are similar to the corresponding vehicle-based optimization since the underlying formulation of the two algorithms is the same and only the weighting factors differ. The same results would be expected in a scenario when buses carry very few passengers.

The specific outcomes of a person-based optimization and their magnitude is a function of relative auto and bus demands as well as passenger occupancies and signal phase design settings. Most importantly, in stochastic environments, the inability to accurately predict primarily the bus arrival times at the intersections, as well as the platoon size and arrival times, can be an obstacle in observing the potential benefits of the proposed person-based optimization, which requires accurate predictions especially for buses in order to perform well. Despite the fact that the bus arrival predictions are based on average speeds that do not change over time or from one link to another, the promising results of the proposed person-based optimization outperforming the TRANSYT-7F signal settings prove that the proposed algorithm is robust with respect to the bus arrival time inputs. Note also that platoon dispersion or the presence of multiple platoons from turning vehicles, driveways, etc. has not been accounted for. The algorithm is robust with regards to the bus passenger occupancy estimates as well. Additional tests have been performed considering the passenger occupancy of each bus for each cycle as a random variable following a Gaussian distribution with a mean value of 40 and a standard deviation of 10. The results indicate that the differences between the overall, auto, and bus person delays of the randomly varying bus passenger occupancy tests and the constant bus passenger occupancy tests are not statistically significant at the 95% level of confidence. Overall, the results show that the proposed system is robust enough to provide some benefit even when the arrivals and passenger occupancies cannot be predicted accurately since it can still achieve significant person delay reductions for the system even though they might be smaller in magnitude compared to when perfect information is available.

Figure 5 shows the average speed and 95% confidence interval per bus line direction for both the TRANSYT-7F and person-based optimization for the ten runs that were performed under the assumption of stochastic vehicle arrivals. This average speed includes the speeds of all buses
that belong to a specific direction while traversing the links directly affected by the four chosen signalized intersections. The comparison of the average speeds reveals that all bus line directions experience higher average speeds under the proposed person-based signal control system compared to TRANSYT-7F and these increases vary between 1.4% for the southbound direction and 15.3% for the westbound direction at Ashby Avenue. The biggest benefits are achieved for the cross-street buses and in particular for the westbound buses on Ashby Avenue and eastbound buses on Dwight Way, which experience about 15% and 8% increases in their speeds, respectively. Note that these increases are statistically significant at the 95% level of confidence. This is another indication of the success of the person-based real-time signal control system in improving travel speed, and therefore bus schedule adherence and reliability.

![Average Speed Per Bus Line Direction](image)

**Figure 5: Average Speed Per Bus Line Direction.**

Finally, tests are performed under the assumption that all transit vehicles arrive late at the intersections in the network. For these tests, accounting for bus schedule delay translates into weighting the delay of buses by a factor of 2 (i.e., $\delta_{k,T} = 1$). The results indicate that the benefit
to bus users improves very slightly to a 4% reduction in their delay with person-based optimization compared to TRANSYT-7F when schedule delay is considered (Table 3). The small magnitude of benefit to buses in this case is due to the fact that despite the higher weight assigned to buses, there is no more flexibility in the signal settings to assign additional priority to transit vehicles. Greater benefits are expected with better bus arrival time prediction accuracy because the proposed system can allocate green times more efficiently to minimize total person delay while accounting for schedule adherence. The ratio of average passenger occupancy of buses over autos will also affect the level of priority provided.

Table 3: System person and vehicle delays for $\bar{o}_b / \bar{o}_a = 40/1.25, \delta^T_k = 1$ and 1 hour of traffic operations (simulation).

<table>
<thead>
<tr>
<th></th>
<th>Auto</th>
<th>Bus</th>
<th>Overall</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total (pax-hrs)</td>
<td>Average (sec/veh)</td>
<td>Total (pax-hrs)</td>
</tr>
<tr>
<td>TRANSYT-7F</td>
<td>78.87 (4.35)</td>
<td>20.64 (0.99)</td>
<td>43.62 (0.72)</td>
</tr>
<tr>
<td>Person-based</td>
<td>74.36 (3.67)</td>
<td>19.46 (0.90)</td>
<td>41.86 (0.85)</td>
</tr>
<tr>
<td>% Change</td>
<td>-5.7%</td>
<td>-5.7%</td>
<td>-4.0%</td>
</tr>
</tbody>
</table>

5. Conclusions

The paper has presented an arterial-level person-based traffic responsive signal control system. The proposed pairwise optimization method explicitly accounts for passenger occupancy to provide priority to transit vehicles by minimizing person delay at two consecutive intersections at a time. In addition to accounting for auto vehicle progression, by assigning the appropriate delays for interrupting the platoons, the system recognizes the importance of schedule adherence for reliable transit operations. Therefore, it introduces an additional weighting factor that reflects how early or late a transit vehicle is or whether it is early or late. The passenger occupancy and schedule adherence weighting factors facilitate priority assignment decisions for conflicting transit routes.

The proposed system is flexible because the user can choose to weigh transit delay and delays caused by interrupting the head or tail of the platoon differently to reach different objectives. In addition, one can choose different weights for the delays of different modes. The system relies on currently deployable technologies that can provide real-time information for estimating platoon
sizes and arrival times at intersections (e.g., demand, travel times, and turning ratios from detectors with appropriate communication systems), transit vehicle arrival times (e.g., speed and location from AVL systems), and transit vehicle passenger occupancies (e.g., APC systems). In addition, the proposed system has low computation time. This is due to the fact that the optimization is performed for two consecutive intersections simultaneously, which substantially reduces the computation effort compared to systems that optimize multiple intersections at a time. Furthermore, since the mathematical program has been formulated as a MILP, a solution can be obtained in a few seconds. This contributes to the feasibility and economic viability of its implementation in real-world settings and large networks. Therefore, the proposed system is advantageous over existing adaptive signal control systems, which are complex and expensive to implement in real networks (Stevanovic, 2010).

The system incorporates the delays for all turning movements that are served by protected phases by including them in the objective function. However, there are three types of delays from turning vehicles that are not accounted for: 1) the delay associated with permissive right turns on red, 2) the extra delay that permissive left turning vehicles experience while waiting to make their turn, and 3) the delay that vehicles turning onto the arterial experience at downstream intersections on the main arterial. While the first two types of delay are not expected to be substantial compared to all the other vehicles’ delays, the third type can result in changes in the optimal solution. These vehicle delays can be accounted for by grouping all vehicles for each approach into smaller platoons as it was done in He et al. (2012). In addition, slight modifications to the mathematical program formulation should be made to appropriately capture delays for more than one platoon per lane group. Overall, any levels of turning percentages can be accommodated by the proposed real-time signal control system as long as there is no queue spillover on the turning pockets affecting the capacity of the through lanes. In cases that queue spillovers occur from turning pockets, the system could still be used by adjusting the capacity of the through lanes in real-time.

The system has been evaluated with deterministic arrival tests under the assumption of perfect information about inputs for demand and arrival times and through simulation to test its performance under more realistic traffic and transit operations. Deterministic and stochastic arrival tests have shown that the person-based arterial traffic responsive signal control system outperforms static signal settings provided by TRANSYT-7F, even for auto person delays. However, the
specific outcomes of a person-based optimization and their magnitude depends on the direction of travel as well as other features such as bus frequencies, auto demands, passenger occupancies, and signal phase design settings. In addition, the success of the proposed system and the magnitude of the benefit that can be achieved is dependent on the accuracy of real-time arrival predictions when implemented in stochastic simulated and real-world environments. Additional tests should be performed to investigate the impact of bus and platoon arrival accuracies on the benefits achieved by the person-based signal control system. In addition, improved arrival prediction algorithms and adjustments in the delay equations to account for input inaccuracies are expected to improve its performance. The benefits of the proposed person-based signal control system are also expected to be higher under varying auto demand conditions since the system can respond to changes from cycle to cycle.

The tests have also shown that buses traveling on cross streets with low auto demand experience very high benefits when transit priority is provided. This is due to the much higher weight the cross street vehicle delays get when a bus is present and person-based optimization is used compared to when TRANSYT-7F signal settings are used. In addition, passengers traveling against the heaviest direction of the main arterial also benefit from a person-based optimization compared to TRANSYT-7F whose optimal signal settings benefit primarily the heaviest direction of traffic. Bus speeds have been found to increase by up to 15.3% when person-based optimization is in place compared to TRANSYT-7F. Finally, accounting for schedule delay provides additional benefit to transit users as long as there is still flexibility in the signal settings to achieve higher reductions in person delay by providing more priority to transit vehicles. Overall, the proposed system does not distinguish between different approaches, providing priority to directions when appropriate and being able to address the issue of conflicting transit lines in an efficient way.

The proposed system is promising for reducing person delay for an arterial segment and providing priority to transit vehicles even when multiple transit routes run in conflicting directions at intersections. It can be effectively combined with the recently proposed three-dimensional macroscopic fundamental diagram for bi-modal traffic (Geroliminis et al., 2014) to improve the aggregate performance of autos and buses in a region. For example, in a hierarchical two-level control approach, the first level could control a region within a network so that the aggregate performance of autos and buses can be improved while the second level could be utilizing the proposed system to improve traffic operations at the local level and provide priority to transit vehicles. In addi-
tion, due to its generic formulation, this person-based optimization approach can be applied to control operations on complete streets where multiple modes exist (i.e., autos, transit vehicles, pedestrians, bicyclists).

Ongoing and future work includes comparing the system performance with other dynamic coordination strategies and adaptive signal control systems, incorporating pedestrian delays in the system, performing additional sensitivity analysis tests for a variety of bus to auto passenger occupancy ratios, schedule delay weighting factors, geometric configurations, and demand levels. It is expected that the benefit to transit vehicles will be smaller with lower bus to auto passenger occupancy ratios as it was shown in Christofa and Skabardonis (2011) and Christofa et al. (2013) for isolated intersections as well as with higher auto vehicle demands. In addition, we plan to improve the arrival prediction algorithms and adjust the delay equations to account for inaccuracies in the input estimates and loss of capacity due to queue spillbacks. Future work will also relax the assumption of no platoon dispersion and incorporate the delays of turning vehicles. Finally, we plan to expand the system to arterial signalized networks by using the proposed pairwise optimization method along multiple arterials.
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